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Information security is commonly thought of as aqass and not a product. However, standard sedomitpementations usually
employ some form of dedicated mechanism to comiroéss privileges and restrict network resourceséos who are authorized,
identifiable, and traceable. Red Hat Enterprisaukimcludes several powerful tools to assist adstiators and security engineers

with network-level access control issues.

Along with VPN solutions, such as IPsec (discusedthapter 6virtual Private Networks), firewalls are one of the core components

of a network security implementation. Several veadoarket firewall solutions catering to all levefshe marketplace: from home
users protecting one PC to data center soluticiegsarding vital enterprise information. Firewalen be standalone hardware

solutions, such as firewall appliances by CiscokiBloand Sonicwall. There are also proprietaryvsafe firewall solutions developed
for home and business markets by vendors such esk@bint, McAfee, and Symantec.

Apart from the differences between hardware anthsawé firewalls, there are also differences inwhagy firewalls function that
separate one solution from anothEable 7-1details three common types of firewalls and hogytfunction:

Method Description

Network Address Translation (NAT) places private IP
o subnetworks behind one or a small pool of public IP
addresses, masquerading all requests to one source

rather than several.

A packet filtering firewall reads each data packet that
passes within and outside of a LAN. It can read and

process packets by header information and filters the
Packet

Filt packet based on sets of programmable rules
ilter

implemented by the firewall administrator. The Linux
kernel has built-in packet filtering functionality through
the Netfilter kernel subsystem.

Proxy Proxy firewalls filter all requests of a certain protocol or
type from LAN clients to a proxy machine, which then

Advantages

€ Can be configurettansparently to

machines on a LAN

@ Protection of many machines and

services behind one or more external IP
address(es) simplifies administration
duties

€ Restriction of user accegsand from

the LAN can be configured by opening
and closing ports on the NAT
firewall/gateway

€ Customizable through the
i pt abl es front-end utility

€ Does not require any customization

on theclient side, as all network activity
is filtered at the router level rather than
the application level

€ Since packets are not transmitted

through aproxy, network performance is
faster due to direct connection from
client to remote host

€ Gives administrators controter

Disadvantages

© Cannot prevent malicious

activity once users connect to a
service outside of the firewall

© Cannot filter packets for

content like proxy firewalls

9 Processes packets at the

protocol layer, but cannot filter
packets at an application layer

€ Complex network

architectures can make
establishing packet filtering rules
difficult, especially if coupled
with IP masquerading or local
subnets and DMZ networks

© Proxies are often application



Method Description

makes those requests to the Internet on behalf of the
local client. A proxy machine acts as a buffer between
malicious remote users and the internal network client
machines.

Table7-1. Firewall Types

7.1. Netfilter and i pt abl es

Advantages

what applications and protocols
function outside of the LAN

€ Some proxy servers can cache

frequently-accessed data locally rather
than having to use the Internet
connection to request it, which is
convenient for cutting down on
unnecessary bandwidth consumption

© Proxy services can begged and

monitored closely, allowing tighter
control over resource utilization on the
network

Disadvantages

specific (HTTP, Telnet, etc.) or
protocol restricted (most proxies
work with TCP connected
services only)

© Application services cannot

run behind proxy, so your
application servers must use a
separate form of network
security

€ Proxies can become a

network bottleneck, as all
requests and transmissions are
passed through one source
rather than directly from a client
to a remote service

The Linux kernel features a powerful networking sygtem calleNetfilter. The Netfilter subsystem providstateful or stateless
packet filtering as well as NAT and IP masqueradieryices. Netfilter also has the abilitymangle IP header information fc

advanced routing and connection state managemetftlt®t is controlled through thi pt abl es utility.

7.1.1.i pt abl es Overview

The power and flexibility of Netfilter is implemead through thi pt abl es interface. This command line tool is similar in &mto
its predecessor pchai ns; however; pt abl es uses the Netfilter subsystem to enhance networkection, inspection, an
processing; whereagchai ns used intricate rule sets for filtering source amedtthation paths, as well as connection ports éoin.t
i pt abl es features advanced logging, pesxd pos-routing actions, network address translatior port forwarding all in on

command line interface.

This section provides an overviewigf abl es. For more detailed information abd pt abl es, refer to theRed Hat Enterprise Linux

Reference Guide.

7.2. USING i puavies

The first step in usingpt abl es is to start the pt abl es service. This can be done with the command:

service iptables start

& Warning

Thei p6t abl es services should be turned off to usei pt abl es service with the following comands:



servi ce ip6tables stop
chkconfi g i p6tabl es of f

To makei pt abl es start by default whenever the system is booted,igast change runlevel status on the service usikgpnfi g.

chkconfig --1evel 345 iptables on

The syntax of pt abl es is separated into tiers. The main tier is¢hain. A chain specifies the state at which a packetasipulated.
The usage is as follows:

i ptables -A chain -j target

The- A option appends a rule at the end of an existitesat. Thechain is the name of the chain for a rule. The threduichains of
i pt abl es (that is, the chains that affect every packet whiaverses a network) are INPUT, OUTPUT, and FORRBAThese
chains are permanent and cannot be deleted- jTharget option specifies the location in thet abl es ruleset where this particular
rule shouldump. Some built in targets are ACCEPT, DROP, and RHIEC

New chains (also called user-defined chains) cacré&ted by using then option. Creating a new chain is useful for custong
granular or elaborate rules.

7.2.1. Basic Firewall Policies

Establishing basic firewall policies creates a fdation for building more detailed, user-definederuil pt abl es uses policies-(P) to
create default rules. Security-minded administsatcsually elect to drop all packets as a policy @amlgl allow specific packets on a
case-by-case basis. The following rules blockredbming and outgoing packets on a network gateway:

i ptabl es -P | NPUT DROP
i ptabl es -P OQUTPUT DROP

Additionally, it is recommended that afgrwarded packets — network traffic that is to be routed from theefivall to its destination
node — be denied as well, to restrict internalrtBefrom inadvertent exposure to the Internet. ddhils, use the following rule:

i ptabl es - P FORWARD DROP

After setting the policy chains, you can create mel@s for your particular network and securityuiggments. The following sections
outline some rules you may implement in the coofdeuilding youri pt abl es firewall.

7.2.2. Saving and Restoring i pt abl es Rules

Firewall rules are only valid for the time the cantgr is on; so, if the system is rebooted, thesrale automatically flushed and reset.
To save the rules so that they are loaded laterthesfollowing command:

/ sbin/service iptables save

The rules are stored in the filet c/ sysconfi g/ i pt abl es and are applied whenever the service is startedstarted, including when
the machine is rebooted.

7.3. Common i pt abl es Filtering

Keeping remote attackers out of a LAN is an impar&spect of network security, if not thest important. The integrity of a LAN
should be protected from malicious remote usermuin the use of stringent firewall rules. Howeweith a default policy set to
block all incoming, outgoing, and forwarded packédts impossible for the firewall/gateway andamtal LAN users to communicate
with each other or with external resources. Tovallsers to perform network-related functions arel nestworking applications,
administrators must open certain ports for commatioa.



For example, to allow access to portd@0the firewal, append the following rule:

i ptables -A INPUT -p tcp -mtcp --sport 80 -j ACCEPT
i ptables -A QUTPUT -p tcp -mtcp --dport 80 -j ACCEPT

This allows regular Web browsing from websites tt@mnhmunicate via port 80. To allow access to st websites (such as
https://www.example.com/), you must open port &&3yell

i ptables -A INPUT -p tcp -mtcp --sport 443 -j ACCEPT
i ptables -A QUTPUT -p tcp -mtcp --dport 443 -j ACCEPT

Important

When creating an iptables ruleset, itigical to remember that order is important. Feau@ple, if one chain that specifies tl
any packets from the local 192.168.100.0/24 subeeairopped, and then another chain is apper-A) to allow packets from
192.168.100.13 (which is within the goed restricted subnet), then the appended rid@mésed. You must set a rule to all
192.168.100.13 first, and then set a drop ruleherstibne

To arbitrarily insert a rule in an existing chaiirales, use-I, followed by the chain in which to iert the rule, and a rule
number (1,2,3,...,n) for where the rule shoulddeskFor exampl

iptables -1 INPUT 1 -i lo -p allj]-ACCEP1
The rule is inserted as the first rule in the INP&RRIn to allow local loopback device traf

There may be times when you require remote acoas®etLAN from outside the LAN. Secure serviceshsas SSH, can be useor
encrypted remote connection to LAN services. Foniadtrators with PP-based resources (such as modem banks or bul
accounts), dialip access can be used to circumvent firewall brarsecurely, as modem connections are typicallynied
firewall/gateway because they are direct connestibiowever, for remote users with broadband commestspecial cases ¢ be
made. You can configure iptabliEsaccept connections from remote SSH clients eikample, to allow remote SSH access,
following rules may be used:

iptables -A INPUT -p tcp --dport 22 ACCEPT

iptables -A OUTPUT -p udp --sport 2RACCEPT

There are other services for which you may neatkefme rules. Refer to ttRed Hat Enterprise Linux Reference G for
comprehensive information on iptablasd its various option:

These rules allow incoming and outbound accesarfandividual sysem, such as a single PC directly connected torttegriet or ¢
firewall/gateway. However, they do not allow nodbehind the firewall/gateway to access these sesvite allow LAN accesto
these services, you can use NAT with iptaffilésring rules.

7.4. FORWARD and NAT Rules

Most organizations are allotted a limited numbepualblicly routable IP addresses from their ISP. Buthis limited allownce,
administrators must find creative ways to shar@sg¢o Internet services without giving limijpublic IP addresses to every node
the LAN. Using private IP address is the common wegllow all nodes on a LAN to properly accesglinal and external neork
services. Edge routers (such as firewalls) canvedacoming transmissions from the ernet and route the packets to the inter
LAN node. At the same time, firewall/gateways césoaoute outgoing requests from a LAN node toré#reote Internet servi. This
forwarding of network traffic can become dangeratismes, especially with t availability of modern cracking tools that can sp
internallP addresses and make the remote attacker's maattias a node on your LAN. To prevent tiptablesprovides routing
and forwarding policies that can be implementegravent aberrant uge of network resources.



The FORWARDpolicy allows an administrator to control where kets can be routed within a LAN. For example, toval
forwarding for the entire LAN (assuming the firelighteway is assigned an internal IP address dij ettie folowing rules can be
set:

iptables -A FORWARD -i ethl - ACCEF

iptables -A FORWARD -o eth] ACCEPT

This rule gives systems behind the firewall/gateweagess to the internal network. The gateway rquaekets from one LANode to
its intended destination node, passing all packetsigiratsethldevice.

@ Note

By default, the IPv4 policy in Red Hat Enterpriseux kernels disables support for IP forwardingjckihprevents boxe
running Red Hat Enterprise Linux from functionirgydedicated edge routers. To enable IP forwardingthe following
command:

sysctl -w net.ipv4.ip_forward=1

If this command is run via shell prompt, then tb#iag is not remembered after a reboot. You campaently set forwardg
by editing the'etc/sysctl.confile. Find and edit the following line, replaciiO with 1:

net.ipv4.ip_forward = 0
Execute the following command to enable the chdadkesysctl.conffile:

sysctl -p /etc/sysctl.conf

Accepting forwarded packets via the firewall's intd IP deviceallows LAN nodes to communicate with each otheryéneer they
still are not allowed to communicate externallythe Internet. To allow LAN nodes with private IPdagisses to communicewith
external public networks, configure the firewalt IP masqueradingvhich masks requests from LAN nodes with thedBrass o
the firewall's external device (in this case, el

iptables -t nat -A POSTROUTING -o etkff MASQUERADE

The rule uses the NAT packet matching tablen@) and specifies the built POSTROUTING chain for NAT-A
POSTROUTING on the firewall's external networking devi-0 eth). POSTROUTING allows packets to be altered as #re
leaving the firewall's external device. THMASQUERADE target is speciid to mask the private IP address of a node w
external IP address of the firewall/gateway.

If you have a server on your internal network @i want make available externally, you can use-j DNAT target of the
PREROUTING chain in NAT to spdyia destination IP address and port where incormankets requesting a connection to y
internal service can be forwarded. For examplgoif wanted to forward incoming HTTP requests torydedicated Apache HT"
Server server system at 172.31.0.2@, the following comman

iptables -t nat -A PREROUTING -i ethO -p te-dport 80 -j DNAT \

--t0 172.31.0.23:80

This rule specifies that the NAT table use thet-in PREROUTING chain to forward incoming HTTP regsesxclusively to th
listed destination IP address of 172.31.0.23.



@ Note

If you have a default policy of DROP in your FORWBRhain, you must append a rule to allow forwardifigncoming
HTTP requests so that destination NAT routing campdssible. To do this, run the following commi

iptables -A FORWARD -i ethO -p tcpdport 80-d 172.31.0.23 -j ACCEPT

This rule allows forwarding of incoming HTTP regteeBom the firewall to its intended destinationtloé Apache HTTI
Server server behind the firewall.

7.4.1. DMZs and i pt abl es

iptablesrules can be set to route traffic to certain maesjisuch as a dedicated HTTP or FTP serverdemilitarized zone (DMZ)
— a special local subnetwork dedicated to providenyises on a public carrier such as the Internat.eixample, to set ale for
routing incoming HTTP requests to a dedicated HE&Rver at 10.0.4.2 (outside of the 192.168.1.0é2¢je of the LAN), NAT alls
a PREROUTINGable to forward the packets to their proper desiim.

iptables -t nat -A PREROUTING -i ethf tcp--dport 80 -j DNAT \
--to-destination 10.0.4.2:80

With this command, all HTTP connections to portf@dn the outside of the LAN are routed to the HTS&Pver on a separe
network from the rest of the itnal network. This form of network segmentation peove safer than allowing HTTP connection:
a machine on the network. If the HTTP server idfigoimed to accept secure connections, then portrddst be forwarded asell.

7.5. Viruses and Spoofed | P Addr esses

More elaborate rules can be created that contoasacto specific subnets, or even specific nodigsinva LAN. You can o restrict
certain dubious services such as trojans, woand other client/server viruses from contactingrtberver. For example, there ¢
some trojans that scan networks for services ofts fiiam 31337 to 31340 (called telite ports in cracking terminology). Since the
are no legitimate services that amemicate via these n-standard ports, blocking it can effectively dimmthe chances th
potentially infected nodes on your network indepartty communicate with their remote master ser

iptables -A OUTPUT -0 ethO -p tcpdport 31337%--sport 31337 -j DROP

iptables -A FORWARD -0 ethO -p tcpdport 31337%--sport 31337 -j DROP

You can also block outside connections that attamppoof private IP address ranges to infiltrataryLAN. Foi example, if your
LAN uses the 192.168.1.0/24 range, a rule carhselriternet facing network device (for examplePgtio drop any packeto that
device with an address in your LAN IP range. Beedtiss recommended to reject forwarded packetscefault policy, any other
spoofed IP address to the exterfaling device (eth0) is rejected automatic:

iptables -A FORWARD -s 192.168.1.0/24eth0-j DROP

@ Note

There is a distinction between tb&OF and REJECT targets when dealing with appemdiss. TheREJECT target denies
access and returns a connection refegear to users who attempt to connect to the se. TheDROF target, as the name
implies, drops the packet without any warning. Adistrators can use their own discretion when utiege targets. Howev
to avoid user confusion and attempts to continumeoting, theREJECTtarget is recommende



