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CSC 423/324 – Midterm Exam
October 31, 2011
Note: the total of the points for this exam is 128.  This will be scaled to be out of 100.
Part A.  Multiple Choice Problems.  3 pts. each.  Answer all questions.  For each question you may give an optional reason or show your work for possible partial credit.
1. The sample mean is the _______ of a univariate dataset.
a. center of gravity         b. critical point          c. inflection point         d. 50th percentile

2. In which of these situations is the sample mean a better estimate of the “center” of the population distribution than the sample median?  When the population distribution
a. has thick tails    b. is normally distributed    c. is skewed to the left     d. is skewed to the right

3. How is an outlier determined using a boxplot?  Outliers are
a. points below the 5th percentile or above the 95th percentile.
b. points more than 1.5 IQRs below the 25th percentile or more than 1.5 IQRs above the 75th 
           percentile.
c. points more than 2 standard deviations away from the median.
d. points more than 4 standard deviations away from the median.

4. If n = 10, x = 45.3, and sx = 8.39 for a normally distributed dataset, find a 90% confidence interval for µ.  Hint: use the t-table.
a. (31.5, 59.1)             b. (40.4, 50.2)            c. (41.3, 49.23)             d. (41.7, 48.9)   

5. For a random sample where n = 10,000,  = 100.2, sx = 20 what is the p-value of a z-test for testing H0: μ = 100.  Use a two-tailed z-test.
a. Less than 0.0001                  b. 0.05               c. 0.32             d. 0.68    

6. Suppose that the statistic T estimates the population parameter θ.   If E(T) = θ, T is said to be ___________ for estimating θ.
a. consistant               b. efficient                   c. sufficient               d. unbiased      

7. Normal scores computed using Van der Waerden’s method divide the normal curve into how many equal areas?  
a.  n - 1           b. n                c. n + 1                d. n + 2 

8. What is a degree of freedom?
a. A dimension in the observation, parameter, or residual space.
b. An influential observation.
c. An outlier.
d. A regression parameter.

9. The Greek letter ρ denotes the population
a. correlation           b. mean           c. standard deviation          d. variance 

10. Which is an example of a discrete distribution?
a. binomial               b. F                 c. normal              d. t 

11. If SSE = 34.6 and SSM = 68.4 for a regression model, the R-squared value is
a. 0.05                  b. 0.33                c. 0.51                d. 0.66
[bookmark: _GoBack]For Problems 12 and 13,  = 10,   sx = 10,   = 100,   sy = 80   rxy = 0.5, for the simple regression equation     y = a + bx,    
12. What is the slope?
a. 0.2                b. 2.0                c. 4.0                  d. 8.0

13. What is the intercept?
a. -40               b. 40                 c. 60                  d. 90

14. In which residual plot are the residuals biased and heteroscedastic?
	[image: ]
	[image: ]

	[image: ]
	[image: ]



15. For a regression model with five regression parameters, n = 19, SSM = 11.4, and SSE = 7.78. Use the overall F-test significant to check if any regressors are significant.  Are any regressors significant at the 0.05 level?  At the 0.01 level?
a. no; no             b. yes; no             c. no; yes          d. yes; yes


16. Based on the following SAS output obtained using the xpx option in the model statement, what is the matrix normal equation?
a.          b. 
c.        d. 
        The REG Procedure
           Model: MODEL1

     Model Crossproducts X'X X'Y Y'Y

     Variable  Intercept  x1  x2   y
     Intercept         6  15  12  27
     x1               15  43  34  77
     x2               12  34  28  60
     y                27  77  60 139
17. The predicted value y hat is computed as 
a. XT β                 b. XT y                c.  (XT X)-1 XTy            d.  X(XT X)-1 XTy

18. If H is the hat matrix, and I is the identity matrix, and 0 is the zero matrix, (I – H)2 is equal to which of the following?
a. H                   b. I - H                c. I                 d. 0

19. Which of one of the following is used to measure the influence of the ith data point in a regression model? 
a. zi = ri / SSE, the ith residual divided by the mean squared error.
b. hii, the ith diagonal element of the hat matrix H.
c. ri / rbar, the ith residual divided by the mean of the residuals.
d. R2, the r-squared value.

20. A dummy variable represents 
a. a categorical dependent variable.
b. a level of a categorical independent variable.
c. the slope of an independent variable
d. a transformed dependent or independent variable.





Part B: Short Essay Questions.  10 pts. each.  For full credit write in compete sentences and paragraphs.  Do only 2 out of 3 questions.   
1. Why is the normal distribution so important in statistics?  How do you check if a sample comes from a normal distribution?

2. Explain the similarities and differences between the independent two-sample t-test and the classical Analysis of Variance test.

3. What are some methods that can be used to select the independent variables for a regression model out of a list of possible independent variables.































Part C: Short Answer Questions.  3 pts. each.   Answer all questions.
1. Independent two-sample t-test.   An experiment was conducted to compare the effects of sleep deprivation on reaction time to onset of light.  16 subjects were randomly divided into two groups.  The first group was deprived of sleep for 12 hours (group=h12).  The second group was deprived of sleep for 24 hours (group=h24).  Each group’s reaction time (hundredths of second) was then tested to the onset of light.  An independent two-sample t-test was conducted to see if there is a significant difference between the reaction times of the two groups.  Use the SAS or R output to answer these questions:

a. What are the assumptions for this test.  Do these assumptions appear to be met based on the computer output?  Explain.


b. State the null and alternative hypotheses.


c. What is the value of the test statistic?


d. Find a 95% confidence interval for the test statistic.


e. Do you accept or reject the null hypothesis?  Explain.


f. What is the p-value?


2.  Regression example with three independent variables.   A  study is conducted to derive a formula for predicting the amount of body fat (%) based on three independent variables:  Triceps skinfold thickness (mm), thigh circumference (cm), and midarm circumference (cm).  Use the SAS or R output to answer these questions:  
a. What is the regression equation?



b. What is the R-squared value?  What does it tell you?




c. Is the overall F-test significant?  Explain.  What does this result tell you about the regression model?


d. Interpret the residual plots.




e. Interpret the normal plots of the residuals.




f. Are there any influential points?




g. Is there multicollinarity in the independent variables?  Explain.  How can you remedy this?





h. Is the regression model a good model?    Explain your answer.





i. Are there any independent variables that should be eliminated from the model?




j. For someone that has triceps skinfold thickness 25.0mm, thigh circumference 50.0cm, midarm circumference 26.0cm, what is the predicted body fat according to the regression equation in the SAS/R output?
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