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its Application in Segmentation
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Abstract—There have been significant efforts to build a prob-
abilistic atlas of the brain and to use it for many common appli-
cations, such as segmentation and registration. Though the work
related to brain atlases can be applied to nonbrain organs, less
attention has been paid to actually building an atlas for organs
other than the brain. Motivated by the automatic identification
of normal organs for applications in radiation therapy treatment
planning, we present a method to construct a probabilistic atlas
of an abdomen consisting of four organs (i.e., liver, kidneys, and
spinal cord). Using 32 noncontrast abdominal computed tomog-
raphy (CT) scans, 31 were mapped onto one individual scan using
thin plate spline as the warping transform and mutual informa-
tion (MI) as the similarity measure. Except for an initial coarse
placement of four control points by the operators, the MI-based
registration was automatic. Additionally, the four organs in each
of the 32 CT data sets were manually segmented. The manual seg-
mentations were warped onto the “standard” patient space using
the same transform computed from their gray scale CT data set
and a probabilistic atlas was calculated. Then, the atlas was used to
aid the segmentation of low-contrast organs in an additional 20 CT
data sets not included in the atlas. By incorporating the atlas infor-
mation into the Bayesian framework, segmentation results clearly
showed improvements over a standard unsupervised segmentation
method.

Index Terms—Abdomen scan, probabilistic atlas, segmentation,
thin plate spline (TPS).

I. INTRODUCTION

RECENTLY, significant effort has been directed toward the
development of deformable templates typically for seg-

mentation of the human brain [1]–[11]. Only one recent publi-
cation addresses segmentation of liver and kidneys using a de-
formable surface model [12]. Rich literature has been compiled
on probabilistic atlases at the brain [13]–[23]; while most are
extensible to abdominal organs, their extensions exist only in
theory and have not been demonstrated on abdominal organs.
Our earlier work with the construction of a probabilistic liver
model taught us that the loci of liver edges were constrained by
the presence of other organs as well, i.e., liver edges would not
be found inside of the adjacent right kidney [24]–[26]. Thus, we
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have pursued the simultaneous construction of a probabilistic
atlas that includes a set of abdominal organs similar to that in
[27]. By the term “probabilistic atlas,” we do not simply mean
the average boundary of an organ, but the complete spatial dis-
tribution of probabilities that a voxel belongs to one or more
organs, i.e., each voxel is an-vector, where depends on the
number of organs in the modeling system. We continue to focus
on probabilistic atlases in spite of the remarkable, even spec-
tacular results of deformable templates, because of the belief
that atlases, if well formed, bring more prior information to the
process of defining complex organs in low signal-to-noise set-
tings. After mapping a new patient onto the atlas using the same
methods used to construct it, the computed inverse transform
maps the probability distributions of the atlas back onto the pa-
tient. Then, the atlas can be used to find the most probable loci
of edges of the patient’s organ. Furthermore, the derivative of
the atlas defines a Bayesian weighting (i.e., probability den-
sity function), which provides very rich information to find the
organ’s boundaries.

Here, we present the results of a full probabilistic atlas con-
struction for 32 patients, where 31 of the patients have been
mapped onto one individual using thin plate splines (TPSs) as
the warping transform and mutual information (MI) as the sim-
ilarity measure. Warping 31 patients onto one arbitrarily chosen
reference patient can introduce bias toward that specific refer-
ence patient, especially if the reference patient is far from the
average population the atlas was intended for. Thus, the ref-
erence patient was selected to best represent the population to
our knowledge aided by an expert inspection. By iterating this
construction process, i.e., using the resulting atlas as the ref-
erence target of another atlas construction phase, other groups
have shown that the variance of the atlas and the dependence
of the reference patient can be reduced further [14], [21]; we
have not performed such iterations here and leave it to future
work. While in the past many groups focused only on the mean
surface, the Bayesian value of the probabilistic atlas in the seg-
mentation task lies not only in the mean but also in the variance
of the atlas. In general, the variance of the atlas will decrease
as we increase the degrees of freedom (DOFs) of the warping
transform.

Data sets used to construct our atlas come from anonymous,
clinically ill patients. Other warping transforms like B-splines
and radial basis function are commonly used in registration lit-
eratures [31], [32] for their local characteristics and compu-
tation efficiencies but TPS is highly endorsed by rich litera-
tures in shape statistics and morphometrics [33]–[35]. Recently,
it has been found that TPS is the maximum-likelihood esti-
mator (MLE) for unspecified landmarks not identified as control
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points [36]. Notions of landmarks, control points, and TPS can
be found in [34], [35]. Similarity measures reflect how well two
data sets of interests are registered [55]. There are many simi-
larity measures other than MI, but MI has gained considerable
support over the past years [56].

Segmentation can be thought as the process of assigning
labels to individual voxels in the data set. Extensive review
of the segmentation methods and deformable surface models
can be found in [37], [57]. Most segmentation methods can
be divided into two groups. The first one is supervised seg-
mentation where certain volume of interest (VOI) has to be
manually specified for training different tissue types. The
other is unsupervised segmentation where the discovery of
different tissue types is automated. Supervised segmentation
typically uses -nearest neighbors (-NN) algorithm followed
by some regularization [38], [39]. Unsupervised segmentation
typically uses expectation maximization (EM) algorithm to
estimate parameters for different tissue types and feeds those
parameters to Bayes rule followed by some regularization
[40]–[42]. Both segmentation algorithms include regularization
in their steps. A common way to regularize or smooth is to
incorporate a Markov random field (MRF) priors. Basically, the
MRF model encourages adjacent voxels having similar labels.
Extensive reviews and implementation on MRF regularization
are available [43]–[47]. In the execution of Bayes rule of the
unsupervised segmentation, some algorithms use maximuma
posteriori (MAP) approach while others use “maximization
of the posterior marginals” (MPM) approach [48]. The MPM
approach was shown to be better suited for segmentation tasks
[48]. Our work takes the route of the unsupervised segmenta-
tion with MAP. Our contribution is to extend the unsupervised
segmentation with the additional information provided by
the probabilistic atlas. Improvements in segmentation quality
compared with cases with no atlas information are readily
noticeable especially where there is little contrast between
organs of interest. Specifically we were able to eliminate most
of the soft tissue false positives around liver/kidneys/spinal
cord and distinguish liver, spinal cord, left kidney, and right
kidney. Note that in order to apply the atlas information, a CT
data set should be mapped onto the atlas space by the same
method that was originally used to construct the atlas.

We have applied our segmentation algorithm retrospectively
to 20 abdominal CT scans of anonymous patients who have es-
tablished lymphoma and received these scans as part of a stan-
dard clinical protocol to follow possible lymph node enlarge-
ment. These are all 7–10-mm-thick slices acquired during a
breath-hold on a helical scanner. Only oral contrast material
was administered; no intravenous (IV) contrast was used. Seg-
mentation of such non-IV-contrast CT scans is very difficult be-
cause CT values for nonlipid soft tissues are primarily related to
density, and all nonlipid soft tissues have the density of water.
False positive rates and false negative rates are reported as a
measure of segmentation performance. Also, comparisons with
cases where no atlas information is used are made.

This paper is organized in three parts. The first part will in-
clude methods and results for constructing a probabilistic atlas.
The second part will have methods and results for segmenta-
tion using the atlas information from the first part. Finally, we

will conclude with summary and discussion of atlas construc-
tion and segmentation. Primary contributions of this paper are:
1) to build a probabilistic atlas of abdominal organs and 2) to en-
hance unsupervised segmentation with added information from
the probabilistic atlas.

II. M ETHODS

A. Mutual Information for Automatic Multimodality Image
Fusion (MIAMI Fuse)

The registration of the individual data sets onto the target ref-
erence was implemented using MIAMI Fuse, which implements
TPS as the warping transform and MI as the similarity measure
[54]. Since the abdomen consists of organs that are compressible
and have different sizes and shapes across individuals, the use of
a warping transform is required instead of a rigid transform. TPS
is expressed in terms of control points, which are placed in pairs
in the corresponding loci of the related data sets. TPS deforma-
tion arises from surface interpolation literature where control
points are constraints of the interpolating function. From the in-
terpolating perspective, each constraint (control point) primarily
affects interpolating function in its vicinity. Detailed visualiza-
tion of local effects of TPS in two dimensions can be found in
Appendix A. Thus, control points primarily affect deformations
near the control points. Also, note that the density of control
points is related to the DOF of the warping transform. Thus,
when the region has large density of control points the DOF of
the warping transform in that region is high. TPS is typically
reserved for warping transforms but TPS reduces to affine or
rigid transform if the number of control points is less than five
in three dimension. Details of TPS and control points are found
in these texts [34], [35]. MI is used as the similarity measure of
choice. It basically exploits the fact that two co-registered data
sets yield a joint probability density function (pdf) with tight
clusters, whereas un-registered data sets yield a joint pdf with
disperse clusters. Tighter clusters (i.e., more correlation) trans-
late into higher MI values than more disperse ones (i.e., less cor-
relation). In our implementation, all pdf’s (both marginal and
joint) are estimated by histograms with fixed bin width.

B. Distribution of Control Points

The liver, kidneys and spinal cord of the target reference data
set were manually segmented by an expert using a window be-
tween 123 Hounsfield units (HUs) and 131 HUs. Boundaries
were traced using hand controlled optical mouse and 36 control
points were placed in the target reference data set. The distri-
bution of control points in the reference data set were chosen
as follows: 17 control points were chosen in the reference data
set’s liver, seven control points were chosen in and around the
spinal cord, and six were chosen in each kidney as seen Fig. 1.
The only criterion for the placement of these points is to achieve
an approximately uniform density of control points for their dis-
tribution in each organ. The voxel dimensions of the target ref-
erence CT data set was mm mm. Again, note that
control points in each organ control deformations/transforms in
their locality.
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Fig. 1. Distribution of control points for organs of interests. From top left, left kidney model and associated six control points; (top right) right kidney model and
associated six control points; (bottom left) liver model and associated 17 control points; and (bottom right) spinal cord model and associated sevencontrol points
in the reference volume.

C. Construction of the Atlas

We observed that if we registered the whole abdomen be-
tween reference and patient volume, liver primarily drives the
registration since it has the largest voxel count of any organ and,
therefore, the liver effects the joint histogram and the resulting
MI more than other organs. Thus, smaller organs like kidneys
were not accurately aligned if jointly registered with other or-
gans. By registering each organ separately, better overall regis-
tration accuracy is obtained. Each organ was registered onto its
homologous pair in the reference volume separately, and then
one final optimization using all 36 control points was used to
correct for any control point interactions that may have occurred
between adjacent control points from the separate organ regis-
trations.

Separate registrations for each organ were performed by
masking out, i.e., zeroing, the remainder of the grayscale
reference data so that it only contains the organ of interest.
Since the usual implementation of our registration algorithm
ignores zeros if they occur in either data set, the only data
used to construct the joint histogram derives from the chosen
reference organ and the mapping of the patient’s data onto that
organ only.

The registration of a single patient onto the target reference
geometry begins by the operator’s selection of just four ho-
mologous control points in the patient’s data set corresponding

the loci of the first four control points in the target reference,
i.e., two in the liver, and one at the center of each kidney.
This process essentially identifies to the algorithm the pose
of the patient in the scanner, i.e., head/feet first and lying
prone/supine. The loci of these four points need not be exact
since the optimizing process that follows will find the correct
corresponding loci under the MI similarity measure. Then,
the algorithm repeats the process of registering each organ
separately. The optimizer moves the first four control points
in the patient’s data space to obtain the best isotropically
scaled, rotate-translate mapping of the patient’s organ onto the
target reference organ. Then, based on the optimized geometry
mapping just obtained, the remaining points (out of the first
four plus the for that organ) are mapped onto the patient’s
data set to initialize the control point TPS transform
of the patient’s organ onto the target reference organ and the

point TPS optimization follows. After the fit of one organ
has been optimized, the process of focusing the attention of the
registration on each remaining organ separately continues until
all of the specified organs have been fit. Basically, for each
organ, first affine geometry is optimized and then based on the
obtained affine geometry point TPS is initialized, which
removes the burden of specifying control points in the
patient’s volume. The resulting loci of all the organ-specific
control points are then simultaneously optimized using a 36
control-point TPS to correct for the small interplay that may
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(a) (b)

Fig. 2. Comparison of probabilistic atlases. (a) Probabilistic atlas constructed by a 36 control point TPS transform. (b) Probabilistic atlas constructed by four
control point affine transform. Red corresponds to liver and green, blue, and yellow correspond to right kidney, left kidney, and spinal cord, respectively.

occur between relatively close control points in the global
solution, which was initially ignored in the individual focused
organ refinement process.

Except for the placement of the four initial control points
in each patient, the process of mapping the patient onto the
target reference geometry was completed by the algorithm
totally automatically. Indeed, we may be able to achieve the
first full affine registration fully automatically by placing the
first four control points based only on the extents of the dataset
and then implementing a limited DOF registration somewhere
between full affine (12 DOFs) and that of the rigid registration
(six DOFs), e.g., isotropically scaled (seven DOFs) or even
anisotropically scaled (nine DOFs). We have not as yet tried
such fully automatic approaches but they clearly are important
topics for further research.

III. RESULTS—ATLAS

After registering each patient onto the reference, the proba-
bilistic atlas was computed by applying the same registration
transform to each patient’s manually segmented data set. Then,
for each voxel in the reference volume, a vector float value was
computed where the value of each vector component for each
voxel represented the fractional percentage of registered patient
data sets that have a label at that reference voxel location cor-
responding the particular organ represented by that vector com-
ponent. Volume rendering of the resulting probabilistic atlas is
shown in Fig. 2(a). For the sake of comparison, the full affine
atlas construction is shown in Fig. 2(b). Volume rendering for
both is via the ray tracing algorithm where the final color and
brightness of the rendered pixel depend on the integrated local
attenuation of the ray as it passes through the data volume.
There are no gradient lighting effects used here. In Fig. 2(a),
the appearance of darker “shadows” around each of the indi-
vidual organ models is due to the fact that at the edge of each
model its probability, represented here by a particular intensity
and hue corresponding to the organ, drops sharply to zero. The
sharper the gradient, i.e. the better the registration process in
constructing the probabilistic atlas, the more limited and thus

visible are the dark fringes. The difference between two con-
struction methods is most evident between the right kidney and
the liver. Note in Fig. 2(a) the sharp dark demarcation between
the right kidney and liver where the probability that voxels in
that region are either kidney or liver are low. In contrast, note in
Fig. 2(b) how the kidney and liver blend into one another in the
fuzzy, affine atlas construction.

In general, the variance of the atlas will decrease as we in-
crease the DOF of the transform. Indeed, with sufficiently high
DOF warping it might be possible to make the atlas variance ap-
proach zero. Constraints, i.e., guarantees of invertibility, would
have to be added to assure that singularities do not occur in the
warping as might happen in the case of creating/annihilating
structures in the patient that do not exist in the atlas. Under such
invertibility constraints, we are still assured that the atlas (with
nearly no variance) can be reliably mapped onto the patient very
accurately, and the task of segmentation is essentially completed
by the warping with little need for further retrospective segmen-
tation following registration by carrying the atlas information
onto the target patient. At 36 control points (336 DOF) such
concerns are not even within the realm of possibility for such
moderate DOF. The variability of our atlas is largely affected
by the presence/absence of features across patients, e.g., some
patients do not have a left lobe of the liver, and shape differences
that exceed the ability of our warping transform to compensate.

To quantify results, we computed average standard devia-
tion over different slices of the resulting atlas. Occurrence of
the organ edges were assumed at 50% threshold of the vector
value and Gaussian curve with different variances were con-
volved with a step function occurring at the organ edges to best
match in the least mean squared error (LMSE) sense the actual
probabilistic atlas. The results are summarized in Table I.

In general, the variances of TPS based atlas construction are
on the order of four to eight times better than the affine atlas
construction. The structure that is a notable exception to this
generalization is the left lobe of the liver. Here, the similarity
in variance between the two methods may reflect more on the
anatomical variation, i.e., presence or absence of this structure
across patients.
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TABLE I
VARIANCES OF THEPROBABILISTIC MAP IN SOME SLICES

IV. M ETHODS—SEGMENTATION

In this paper, the true label field (segmented field) will be
denoted , the given observed data set will be denoted
and the probabilistic atlas is denoted by A. Elements of,

and are arranged by spatial position denoted by ,
where is the simple index in rectangular grid. Throughout
the paper, , ,
and , where N is the total number of
voxels, will represent sample realizations of, and
respectively. Sample space of X will be denoted where

. Label 1 is the liver, 2 is
the right kidney, 3 is the left kidney, 4 is the spinal cord and 5
is the “None of the above” label. Note that the probability atlas
is 5-vector , where each component
corresponds to probability of a specific organ being there. The
atlas information is realized as

As noted before data set Y is already mapped onto the spatial
frame of the probabilistic atlas using the same techniques that
were used to construct the atlas.

A. Bayesian Framework

The problem is to estimate the label that best explains
the given observation according to some cost function. Dif-
ferent cost functions can be applied, such as MAP which aims
to maximize the globala posterioriprobability and
MPM which aims to maximize the posterior marginal distri-
bution for each voxel i. We chose MAP and the fol-
lowing is the formula for the realization of estimate of:

X Y

B. Tissue Models

We will assume that random variable YY Y are
conditionally independent given the true label. Also, we will
assume that probability density function of Ygiven depends
only on X . Furthermore, the probabilities of Y’s are modeled
as conditional Gaussians given mean and variance of the true
label X . There are other advanced models for different tissue
types especially for brain tissues [51] but still many papers use

this simple Gaussian model and have been successful [41], [42].
Formulation for the conditional probability follows:

for

histogram for i.e. "None of the above"

However, for the tissue type “None of above,” there may
be multiple clusters in the gray scale distribution since it in-
cludes background, all intestine, spleen, stomach, body wall,
and bones. Thus, using a unimodal Gaussian will not be suffi-
cient. Note that our typical abdomen CT scans of slice thickness
5 mm have voxels. If we can use only
0.1% of all voxels (i.e., counts) to train the tissue type “None
of above” using a histogram, we have enough samples to make
the 256 bin histogram closely approximate the true distribution.
Using a very conservative estimate, which assumes “None of
above” tissue type occupies 5% of the abdomen volume (i.e.,

counts), we are guaranteed to have a reasonable esti-
mate of the “None of above” tissue type.

C. Estimation of Gaussian Parameters

Mean and variance of the Gaussian modeling have to be
estimated for the first four tissue types. A simple sample mean
and variance over VOIs are used. The selection of VOI is auto-
mated by the aid of the probabilistic atlas. With the atlas infor-
mation, we have a very strong prior knowledge where the organs
are. Thus, the VOI for the training of a specific organ can be
identified where the atlas predicts nearly 100% organ presence.
We used above 96% of being the desired organ for specifying
VOIs. Lowering the threshold for the VOIs may induce better
robustness of hyper parameters (i.e. mean and variance) but it
may also bias the estimates, e.g., lowered threshold VOIs may
included multiple organs. Actual segmentation results with dif-
ferent threshold for VOIs will be discussed later. For the tissue
type “None of above,” a histogram was calculated over the au-
tomatically selected VOI.

The standard method used in unsupervised segmentation is
the combination of EM/MAP. In those cases iteration between
EM and MAP to ensure convergence of the hyper parameters
(i.e., mean and variance) is required [41], [42]. However, our
method is estimating hyper parameters over the areas where the
likelihood of a specific organ presence is very high, so the esti-
mates of hyper parameters are very stable. In result our method
need not iterate to achieve stable hyper parameter estimates and
segmentation. We have confirmed with our data sets that our
segmentation results did not improve with iteration.

D. MRF Regularization

We included the usual penalty for dissimilar adjacent labels
in the form of MRF regularization where the underlying label
is modeled as Gibbs distribution. The MRF penalty favors adja-
cent label fields to have similar labels, which is the same general
spatial correlation that exists in medical data sets. A vast amount
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of literature exists on MRF models [43], [44]. Here, we use a
very simple implementation of the MRF model. A six-voxel
neighborhood system that is called clique is used. Our Clique
consists of four nearest neighbor voxels in the slice plane direc-
tion and two nearest neighbor voxels in the out of plane direc-
tion. In case of corner voxels and outer edge voxels, Cliques are
accordingly reduced to a smaller neighborhood. There can be
other complicated Cliques that span many more voxels than six,
which is tailored for other applications. According to Hammer-
sley–Cliffored theorem, the probability density function of the
MRF model takes the form of Gibbs distribution [49]

Z is the normalizing factor, is the positive constant which
controls regularization, C is the Clique and U(x) is the energy
function that increases with inhomogeneous adjacent labels. We
assume that the value is knowna priori, which is assumed
in many MRF-based segmentations [52], [53]. Also, it is found
that the optimal value of is not highly dependent of the image
content and the performance of the segmentation algorithm re-
mains relatively unchanged with respect to[41].

E. Formula and Optimization

Optimizing the posterior probability is not an easy task, es-
pecially because there are so many possible realizations of the
MRF model and the optimization is prone to be caught in local
maximas. There are many methods for optimizing the poste-
rior probability in the MRF setup. Typical methods are Simu-
lated Annealing [45] and genetic algorithms [46] that are the-
oretically proven to converge to the global maximum, but all
these methods are extremely computationally expensive. In this
chapter, we have used a method similar to Iterated Conditional
Mode (ICM) by Besag [47], which is a greedy approach to
those slower methods. Additional information available from
the atlas is reflected on the Markovian assumption of the label
field

clique of voxel ;

number of voxels with the same label as voxelin
the clique;

normalizing factor.

Thus, we are favoring similar adjacent labels in addition to the
most probable label from the atlas. In ICM, maximizing the pos-
terior probability is maximizing the product of two probabili-
ties; and [47]. The term is further
divided into atlas term and the Makov reuglarization term. Ba-
sically, we have included one additional term into the posterior
probability. The first term is the difference in the obser-
vation from the model mean in Gaussian sense, the second term
is the contribution from the probabilistic atlas and the third term

is the MRF regularization term. Typical methods have only two
terms, the first and the third term

The ICM method needs an initial segmentation to begin with.
The initial segmentation is provided by maximizing the pos-
terior probability without the MRF term. In detail, it is opti-
mizing the only two terms excluding the MRF term in the poste-
rior probability formula provided above. In the implementation
of ICM, regular ICM requires that all current labels (i.e. labels
upto index and labels from the previous iteration) are used
to update the new label. Our implementation only uses labels
from the previous iteration. Our modified ICM iteration stops
when label field changes between iterations are less than a given
threshold.

V. RESULTS—SEGMENTATION

Our segmentation method was tested on 20 non-IV-contrast
abdominal CT scans. Patient CT voxels that map onto prob-
abilistic atlas organ regions of 96% or greater were used for
training, the threshold for the ICM iteration was set to 5% label
change and , the smoothness parameter, was set to 1.5. Perfor-
mance of the segmentation is measured using false positive rate
and false negative rates. We assume that the ground truth seg-
mentation comes from an expert labeling, the null hypothesis is
the absence of a specific organ and the alternative hypothesis is
the presence of a specific organ. Here is one example of seg-
mentation out of 20 cases.

Note in Fig. 3(g) that there is very little contrast among
different Gaussian modelings of organs. The four Gaussian
curves for different tissue types have very large overlapping
regions. Thus, without the atlas information the segmentation
algorithm cannot distinguish well among organs of interest.
Without the atlas information as in Fig. 3(c), right kidney, left
kidney, and spinal cord are all assigned the same label and there
are lots of other soft tissues that are still classified as organs
of interest. With the added atlas information as in Fig. 3(d),
we now gain contrast over kidneys and spinal cord and soft
tissues that are not of interest (e.g., intestines, spleen, etc) are
eliminated. Fig. 3(f) shows the difference between Fig. 3(c)
and Fig. 3(d). In Fig. 3(f), the background gray is the zero
difference and all other values reflect differences between the
two segmentation methods. From Fig. 3(f), mis-classification
of spinal cord and left kidney is evident and differences in the
two segmentation methods are found at body walls near the
liver, organs of noninterest and centers of kidneys.

The false negative rates for left kidney and spinal cord without
the atlas are over 90%; it comes as no surprise that the segmen-
tation algorithm without the atlas cannot distinguish left kidney
and spinal cord from other organs. From the first two rows of
Table II, false negative rate values were generally larger than
false positive values, which is the result of a conservative seg-
mentation. By overlaying Fig. 3(a) and Fig. 3(d) or by inspecting
Fig. 3(e), you can observe that the segmentation results are not
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(a) (b)

(c) (d)

Fig. 3. (a) One slice of the data set. (b) Atlas information. Segmentation results (c) without and (d) with atlas information.

really extended toward kidney and liver boundaries. In other
words, our results are conservatively biased, i.e., we are more
likely to call a voxel not an organ when there is an organ present
especially around the edges of the organs. Overall performance
measures with the atlas information were very close to the per-
formance measures of the liver, which is not surprising since
liver is the biggest organ in our four-organ abdomen model and
thus has the most voxel counts. The last two rows of Table II
show the effect of changing the training threshold from 96%
to 90%. The resultant false positive rates and false negative
rates for the 90% case compared to 96% are slightly worse, but
possibly within the realm of no statistical significance. If the
threshold was further lowered for instance 60%, it is likely that
we would observe biased estimates for the Gaussian parameters
leading to worse segmentation results. However, for a moderate
change in threshold (i.e., from 96% to 90%), changes in seg-
mentation results were minimal.

There remain fragments of organs around the liver and the
kidneys in the segmented results [Fig. 3(d)], these fragments
can be further eliminated if we had an atlas with lower variance.
Atlases with lower variances will fall off very rapidly near the

organ boundaries, thus the algorithm will be unlikely to classify
tissue fragments that are not only similar to the organ itself in
grayscale values but also spatially close, as organs of interest.
Still, the atlas constructed from 32 subjects was sufficient to re-
move most of the fragments. A subsection of the receiver op-
erating characteristic (ROC) curve is presented in Fig. 3(h). In
this case, we were not able to adjust the false positive rate at
our will since the change of the only maneuverable parameter
yielded very limited range of false positive rates. Thus, in this
implementation we are operating at the low false positive rate
and high true positive rate region. Performance measures for all
20 data sets are given in Table III. For Table III, ICM threshold
is set to 0.5% and other parameters are the same as before.

VI. CONCLUSION

We have successfully constructed a full vector valued proba-
bilistic atlas by registering 31 patient data sets onto a single pa-
tient. The value of probabilistic atlases increase inversely with
their variance. In general the variances of TPS based atlas con-
struction are on the order of four to eight times better than the
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(e) (f)

(g) (h)

Fig. 3. (Continued.) (e) Comparison between grayscale data set and segementation with atlas information. (f) Difference between segmentation with and without
atlas information. (g) Gaussian modeling for different tissue types. (h) Subsection of the ROC curve.

TABLE II
PERFORMANCEMEASURES FOR THESAMPLE CASE

affine atlas construction. The structure that is a notable excep-
tion to this generalization is the left lobe of the liver. Here,
the similarity in variance between the two methods may reflect
more on the anatomical variation, i.e., presence or absence of
this structure across patients. In order to reduce the effects of
such variation at least two approaches are possible. One is to
use a few subcategories of atlases with or without the missing
structure, and the other is to use many DOF in the registration
method [28]–[30].

While we do not claim that the 36 control points chosen here
are optimal in their location, it is clear from the excellent regis-

tration results across a widely varying population that we are able
tochooseasufficientsetofcontrolpoints in the target reference to
support thecomputationofausefulprobabilisticatlas.Recall that
these results are computed from noncontrast CT scans of 32 pa-
tients, which are more difficult to register than contrast enhanced
CT scans. Future work will address issues such as iterative atlas
construction and optimal control point placement.

Segmentation is one of the obvious applications where atlas
information can help. In the case of noncontrast CT scans, atlas
information aided the segmentation algorithm to support differ-
entiation between similar gray valued organs where previously
no other differentiations were possible. Also, atlas information
led us to remove organs of lesser interest. All these will be
helpful in clinical setups like radiation therapy treatment plan-
ning. Our algorithm showed underestimation of organs largely
due to inability to assign correct labels near organ boundaries.
This effect can be remedied by having an atlas with lower vari-
ance or a better modeling of “None of above” label other than
a simple histogram. Other methods of finding specific organ
edges in the patient’s data set using the model information may
further improve the results. In summary we have demonstrated
successful integration of the atlas information into the standard
unsupervised segmentation and the results for the noncontrast
CT cases are excellent. Further research will include assimila-
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TABLE III
PERFORMANCEMEASURES FOR20 DATA SETS

(a) (b)

Fig. 4. Local effects of control points. (a) Reference frame coordinates. (b) Homologous frame coordinates.

tion of the atlas information into other well established segmen-
tation algorithms including level set theory [50].

APPENDIX

LOCAL EFFECTS OFCONTROL POINTS IN TWO DIMENSION

Nine control point pairs are placed uniformly across the [0
1] [0 1] square as seen in Fig. 4. Control point of the north-
east side in the homologous side was moved toward southwest
direction. Effects of control points of moving the control point
in the northeast region are clearly localized to the northeast re-
gion. Local effects of control points are harder to visualize in
three dimension still effects of control points are stronger near
control points.
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