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Abstract

A system that could serve as a first stage of a two—
stage automated biomedical image classification sys-
tem is presented. The underlying image segmen-
tation algorithm and several region representations
are discussed. Provided examples of extracted (ro-
bustly and quickly) regions show flexibility and po-
tential of the approach.

1 Introduction

The problem of automated classification of various
biomedical images obtained as a result of screening
(e.g. X-ray or mammography) can be approached
in two stages. During the first stage “regions of
interest”, i.e. regions whose presence in the im-
age to a large degree affects how the image is later
classified, are extracted. During the second stage
the extracted regions are analyzed in more detail
in terms of their shape, internal properties (e.g. in-
tensity, texture), as well as locations with respect to
the image and to other such regions. It is believed
that provided both the stages are performed suffi-
ciently accurately, the resulting system could be of
great use in many different biomedical applications,
including cell identification, mammography, etc.
The previous efforts in the field mostly con-
centrated on the second stage where various low—
level image processing tools (including wavelet and
Fourier analysis, neural networks, pattern match-
ing, etc. — see e.g. [6, 7, 10]) were successfully
applied. The first stage, related to problems oc-
curing in low—level image understanding, also re-
ceived some attention, e.g. in [3, 2, 9]. In general
such region extracting systems tend to be less auto-
mated because the notion of "region of interest” is
in many cases problem—dependent and a successful
extraction algorithm should incorporate some field—
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specific knowledge directly. At present such systems
mostly offer some means of interaction to improve
the often far from perfect initial segmentation of
images.

The approach taken by the author of the system
to be described also falls into this category. Namely,
after an initial segmentation of an image, the user is
offered a set of operations on the resulting regions
by means of which it is possible to obtain a desirable
segmentation in a few steps. Motivations for various
components of the system and their descriptions are
given below.

2 TImage Segmentation

The system is capable of working with both gray
level (e.g. mammography) and color (e.g. cellu-
lar and retinal) images. The ability results from
the features of the underlying simple, robust, and
diverse mean shift clustering algorithm [1](first ap-
plied to image segmentation by D. Comaniciu and
P. Meer [4]). For a detailed account of the algo-
rithm as well as its properties the reader is referred
to the mentioned paper.

The mean shift algorithm itself is designed to find
Modes (or centers of the regions of high concentra-
tion) of data represented as arbitrary—dimensional
vectors. The algorithm proceeds as follows ([4]):

1. Choose the radius of the search window.

2. Choose the initial location (center) of the win-
dow.

3. Compute the mean (average) of the data points
over the window and translate the center of the
window into this point.

4. Repeat step above 3 until translation distance
of the center becomes less than a, preset thresh-
old.



The algorithm could then be applied to gray
level/color segmentation in the following fashion
(simplified version of [4]):

1. Map the image domain into the feature space
(1-dimensional for gray level images and gen-
erally 3—dimensional for color images).

2. Define an adequate number of search windows
at random locations in the feature space.

3. Find centers of high density regions by apply-
ing the mean shift algorithm to each window.

4. Find regions in the image domain correspond-
ing to high density regions in the feature space.

5. Do some postprocessing on the image domain
regions based on constraints and prior assump-
tions.

Since high density regions in the feature space
correspond to sufficiently big numbers of pixels in a
narrow range of intensities/colors in the image do-
main, provided the pixels form connected regions
(as is often the case for relatively smooth images),
the algorithm essentially finds relatively big con-
nected regions which have sufficiently small varia-
tions in intensity/color and thus perceived as well-
defined regions by humans as well. In practice, the
algorithm proceeds by placing randomly one search
window at a time, finding the corresponding mode,
and removing all the feature vectors in the final win-
dow from the feature space. Thus one would expect
to find bigger regions first. Given some prior infor-
mation on the image (e.g. lower intensities corre-
spond to background as it is often the case in mam-
mograms), the strategy could be modified by plac-
ing the first window at a preferred position. Pro-
vided that additional information about the regions
of interest is known (e.g. the regions are character-
ized by colors rather than their intensities), it could
easily be used by the system by applying the same
algorithm in a lower—dimensional space.

One of the shortcomings of the segmentation al-
gorithm is that it does not take into account spatial
information at the processing step. This could re-
sult in regions with many holes and irregular bound-
aries due to relatively large variation over a small
range of pixels (see e.g. Figure 1). However de-
pending on prior information about the image (e.g.
that the regions of interest should not have such
holes as it is the case for nuclei of cells), such ar-
tifacts could be eliminated at the postprocessing
stage. The postprocessing stage usually includes
such simple morphological operations as removing

isolated pixels and small (as defined by the user)
regions and smoothing boundaries of regions.

As implemented in the system, after inputting
a few parameters, the user obtains an initial seg-
mentation of the image. If the resulting regions are
”too small” (as it it the case for the two regions in
Figure 3) or "too big” an adjustment of the param-
eters and resegmentation is required. At present
the implementation uses the same window size over
the whole spectrum (of values of each color space
coordinates), but specification of different window
sizes for different parts of spectra could easily be
added. In many instances the incoming images are
quite far from being smooth (due to low resolu-
tion of scanning devices) and a few simple smooth-
ing algorithms (some being plain image filters, and
some are wavelet—based) are optionally applied to
achieve better segmentation results. In addition, to
extract relatively small regions of interest (and to
reduce segmentation time) the provided image crop-
ping feature could be used. As another implemen-
tation detail, before segmenting color images, pix-
els, usually represented in the RGB color space, are
mapped into the L*u*v* color space (see e.g. [5])
which has a ”brightness” component represented by
L* and two ”chromatic” components represented
by u* and v*. It is argued that the latter color
space is more isotropic and thus is better suitable
for the used Mode finding algorithm. Finally, for
efficiency reasons ”rectangular” rather than ”circu-
lar” windows are used. The difference between the
two is non—existent for 1-dimensional case and is
sufficiently small even for 3—dimensional one.

Figure 1: Two possible regions of interest in a mam-
mogram (partial view). The region on the right does
not necessarily correspond to a ”suspicious” region.



Figure 3: Two extracted contours of cells with not
quite satisfactory results. See text for details.

3 Regions representations and
processing

Provided the initial segmentation is satisfactory, the
system allows to work with regions resulting from
segmentation. At the moment, regions are assumed
to be connected (taking the view that two different
regions of about the same intensity/color may be
present in the image independently of each other),
although the operation of merging allows to form
regions consisting of connected subcomponents if
desired. In general it is hard to make such deci-
sions at the system level due to the absence of any
prior knowledge about the regions nature. If the re-
sulting region encompasses too big a portion of the
image and a finer segmentation does not provide

satisfactory results (as it might be the case for the
region in Figure 2), it is possible to use the included
spline-based ” Cutting” and ”Merging” features to
select the region of interest manually.

Each region possesses several (computed on re-
quest) representations. For the purpose of rough re-
gion shape matching (which will likely precede more
fine region matching at the second stage) they are
represented by singular values of the matrix formed
by placing ones at the positions of pixels belonging
to the region and zeros everywhere else (the size
of the matrix is defined by the extreme values of
X and Y coordinates of pixels of the region and
not of the image itself). The advantage of such a
representation lies in its (near) invariance to rota-
tions by multiples of 90° and scaling of the region.
Indeed, assume that the region Rp was obtained
from region R4 by replicating each of its pixels over
a rectangle of size m by n. Since the rank of ma-
trix B representing region Rp is the same as that
of matrix A representing region R4, the number of
non-zero eigenvalues will be the same for both ma-
trices. Also if A;(B) is the i-th largest eigenvalue
of B and \;(A) is the i-th largest eigenvalue of A,
then A;(B) = m -n - A\;(A). Since the eigenval-
ues of a matrix, of its reflection about the central
row, and of its transpose coincide, the invariance
to rotations by the above angles follows. To acco-
modate rotations by other angles at the matching
step the region is rotated with a fixed step size (e.g.
5° or 10°) and the corresponding eigenvalues are
computed. Then the best match is taken. The per-
formed experiments confirmed the applicability of
the representation for such rough matching.

Alternatively, regions can be represented by sin-
gular values of matrices formed by placing ones only
at the boundary pixels of regions. There are ad-
vantages and disadvantages to both representations.
For example, cutting out a hole in a region will most
likely not lead to big changes in the latter represen-
tation, provided the boundary of the hole in not
very long compared to the boundary of the region
(as in Figure 3 in the region on the left), but will
likely lead to noticeable changes in the former repre-
sentation making it more suitable for a more precise
shape matching.

An even finer matching could be done by placing
not ones, but actual pixel values in the correspond-
ing matrix (or matrices in case of color images) and
computing its singular values. An advantage of such
representations based on singular values over ones
based on representing boundaries as parameterized
functions is that it allows to treat regions even in the
case when their boundary is not connected (i.e. the



region consists of several pieces or has holes). Also
small local changes in boundaries (e.g. protrusions
and intrusions) will likely not lead to any signif-
icant changes in eigenvalues, thus offering greater
stability under small perturbations. A more fine
eigenvalues—based approach is described in [8].

Another representation of regions, mostly suit-
able for their visualization, is a 3-dimensional
intensity—based one, where the regions are repre-
sented by graphs of functions defined on the regions
pixels and whose values at the pixels are taken to
be intensities of the pixels. A few simple attributes
(e.g. area on which the function is defined and vol-
ume of the resulting "body”) are computed to easily
distinguish non—similar regions.

4 Working experience

The system provides a nice graphical user interface
to all its functionality and could be easily extended
in several directions, including using different im-
age segmentation algorithms, color spaces, and re-
gion representations. It processes images in a va-
riety of formats (including ”"bmp”, ”jpeg”, "tiff”).
To increase segmentation speed of color images only
one or two most significant intensity/color compo-
nents (as determined by singular value decomposi-
tion) could be used. From the working experience,
the system has shown to be an easy to use and valu-
able tool in several applications, which can greatly
reduce the effort spent on extraction and classifica-
tion of biomedical images and which could serve as
a first stage of very helpful diagnostic systems.

5 Directions for future work

At present all the advantages and disadvantages of
initial image partitioning arise from the segmenta-
tion algorithm used. It will be desirable to incorpo-
rate some (prior) shape/intensity/color/texture in-
formation in its work, which should lead to a more
automated system. Although the latter 3 char-
acteristics are somewhat easier to use (they also
could be ”learned” through experience with images
from some particular domain), the shape informa-
tion will likely require a very different segmenta-
tion algorithm, probably using the approaches from
[2, 11]. The matching component of the system is
also quite rudimentary but can be linked to existing
finer matching algorithms if such need arises.
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