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ABSTRACT

Research studies have shown that advances in computed tomography (CT) technology allow better detection of
pulmonary nodules by generating higher-resolution images. However, the new technology also generates many
more individual transversal reconstructions, which as a result may affect the efficiency and accuracy of the
radiologists interpreting these images.

The goal of our research study is to build a content-based image retrieval (CBIR) system for pulmonary
CT nodules. Currently, texture is used to quantify the image content, but any other image feature could be
incorporated into the proposed system. Unfortunately, there is no texture model or similarity measure known to
work best for encoding nodule texture properties or retrieving most similar nodules. Therefore, we investigated
and evaluated several texture models and similarity measures with respect to nodule size, number of retrieved
nodules, and radiologist agreement on the nodules’ texture characteristic.

The results were generated on 90 thoracic CT scans collected by the Lung Image Database Consortium
(LIDC). Every case was annotated by up to four radiologists marking the contour of nodules and assigning
nine characteristics (including texture) to each identified nodule. We found that Gabor texture descriptors
produce the best retrieval results regardless of the nodule size, number of retrieved items or similarity metric.
Furthermore, when analyzing the radiologists’ agreement on the texture characteristic, we found that when just
two radiologists agreed, the average precision increased from 88% to 96% for both Gabor and Markov texture
features. Moreover, once three or four radiologists agreed the precision increased to nearly 100%.

Keywords: Content-based image retrieval, texture feature, co-occurrence matrix, Gabor filter, Markov
random field

Introduction

Lung cancer causes more deaths each year than the three next most common cancers (colon, breast and prostate)
combined, and it is estimated that there were over 160,000 deaths in the United States due to lung cancer in
2006.! Lung cancer should be treated as early as possible, but it is hard to detect using conventional radiography.
Computed tomography (CT) scanning has been found to increase the detection rate of pulmonary nodules.?
However, there is still much to improve in computer-assisted diagnosis (CAD) systems, particularly in the area
of nodule comparison and retrieval.

In this paper, we present a content-based image retrieval (CBIR) system for pulmonary nodule lookup. We
also examine and compare several different texture-based image comparison methods.

Techniques for texture analysis are normally grouped under one of four categories: structural, statistical,
transform, and model-based. Structural approaches seek to understand the hierarchal structure of the image,
while statistical methods describe the image using pure numerical analysis of pixel intensity values. Transform
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Figure 1. System Overview

approaches generally perform some kind of modification to the image, obtaining a new “response” image that
is then analyzed as a representative proxy for the original image, and model-based methods are based on the
concept of predicting pixel values based on a mathematical model.

Although the structural approach represents the image’s texture well by demonstrating the hierarchal struc-
ture of the texture, this feature is more useful for texture synthesis than for texture analysis.> Therefore, we
are only focusing on texture feature extraction methods from the three latter categories: co-occurrence matrices
(statistical), Gabor filters (transform) and Markov Random Fields (model-based).

These methods are used to extract a feature vector that represents an image’s signature. This vector is then
compared with the vectors of other images using various similarity measures. We have created a basic prototype
CBIR system for querying lung nodules using the three texture models (co-occurrence, Gabor and Markov) and
five similarity measures (Euclidean, Chebyshev and Manhattan for co-occurrence, as well as Chi-Squared and
Jeffrey Divergence for Gabor and Markov). The diagram of the system is shown in Figure 1.

Related Work

The first known large-scale comparison of texture features was done by Ohanian and Dubest in 1992. They
tested 16 co-occurrence features, 4 Markov Random Field (MRF) features, 16 Gabor filter features, and 4 fractal
geometry features on 3200 32x32 sub-images and found that co-occurence performed the best.* However, while
Ohanian and Dubest evaluated the feature types in respect to their ability to classify texture correctly, we
seek to evaluate the features by in their performance in image retrieval. Deselaers et al. compared texture
features for two different image retrieval tasks (color photographs and medical radiographs): pixel-value, color
histograms, invariant feature histograms, Gabor feature histograms, Tamura texture feature histograms, local



features direct transfer, and region based features. They found that for the databases of medical radiographs,
using the pixel values directly as features results in the best retrieval performance.> Thus far, there have been
no papers published in which Haralick co-occurence, MRF, and Gabor filters are evaluated in their performance
in a CBIR system for medical images.

There are several other CBIR projects currently underway in the medical field® and particularly with lung
CT images. The largest, ASSERT, is being developed at Purdue University and was first published in 1999. It
proposed a “physician-in-the-loop” system in which a radiologist highlighted pathology-bearing regions and then
the system ran a query for images with similar regions. The system used a variety of different image features,
including co-occurrence statistics, shape descriptors, Fourier transforms and global gray level statistics. The
system also utilized physician-provided ratings of features such as homogeneity, calcification and artery size.
Two methods were tested for similarity comparison: nearest-neighbor and multidimensional hashing. The latter
proved faster although a bit less precise. The best precision reported by the system was 76.3%.7°

There was also a lung CT CBIR system developed at Taichung Veteran’s General Hospital in Taiwan (pub-
lished in 2001), which segmented the image into blocks and used a Kohonen neural network to classify the blocks
and return relevant images, obtaining an error rate of 0.14%.'° A more recent project was published in 2004
at the University of Tokushima in Japan, which used shape descriptors and density histograms to classify and
retrieve 3D lung CT volumes. Only preliminary work has been published so there are no precision or recall
metrics for this system yet.?

Aside from the systems described above, there have been many image classification projects using CT lung
images, such as a project at the Royal Brompton Hospital in London that used co-occurrence descriptors along
with statistical moment features and acquisition-length parameters. These descriptors were analyzed with a
supervised Bayesian classifier to classify various images of lung tissue as containing various pathologies. This
system achieved a sensitivity of 73.6% and a specificity of 91.2%.'!

There have also been advances made in the areas of segmentation, automated nodule detection and computer-
aided diagnosis (CAD), such as a project at Chungnam National University in South Korea. This project
experimented with different algorithms for lung segmentation and achieved a 96% sensitivity with no false
positives.!? Another project at the University of Occupational and Environmental Health School of Medicine in
Japan used an artificial neural network to analyze physician-extracted clinical parameters and classify pulmonary
nodules as either benign or malignant. The project used receiver-operating characteristic (ROC) curves to analyze
the resulting true- and false-positive fractions. The best area index (A.) value obtained was .951.13 More recently,
a project in Iran experimented with various methods of region-of-interest (ROI) extraction and achieved a best
average classification rate of 91%.14

However, there are still many problems associated with content-based retrieval of medical images, such as
the open nature of segmentation research and the large variability of feature selection as well as the lack of
standardized toolkits and evaluation methods for medical CBIR systems.% - 16

Texture Feature Extraction
Co-occurrence Matrices

Statistical methods such as Haralick co-occurrence matrices generally focus on the distributions and relationships
of the gray levels in an image.'”

The general idea of a co-occurrence matrix is to represent an image’s texture features by counting pixel
intensity pairs, using a matrix to keep track of all the pixel-pair counts. Our method calculates a separate
co-occurrence matrix for each direction (0°, 45°, 90° and 135°) and displacement (1, 2, 3 and 4 pixels).

Here is an example matrix:

OO = OO
=N =N O
N O~ N
N~ N O N
OO~ N =



This is the corresponding co-occurrence matrix, taken at a 0° angle and a one-pixel displacement:
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An finally, this is yet another co-occurrence matrix of the same image, taken at a 0° angle but with a two-pixel
displacement:
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After the co-occurrence matrices are formed, Haralick features are calculated from the matrix data.'® Since
there are four directions, four displacements and eleven features, the result is a 4x4x11 matrix, which is averaged
by distance. The minimum values by direction are then stored as eleven elements in the feature space. These
elements can then be combined to form feature vectors of varying lengths. Since there are eleven features, there

are 2,161:1 k,(lllillk,) = 2047 unique vectors (combinations of features).

To determine which of these vectors was best for our data set, we wrote a routine to perform a simulated
query for each image in the database and calculate the mean precision and recall. We could then run this routine
with various feature vectors and similarity measures to determine the best combination of query parameters for
our set. We wanted to try all 2047 combinations with three different similarity measures (Euclidean, Manhattan
and Chebychev) and five different numbers of retrieved images (1, 2, 3, 5 and 10 retrieved images).

Unfortunately, this would have required us to run our routine 2047(3)(5) = 30, 705 times, which would have
taken a prohibitively long time. So we ran all 2047 combinations with only one similarity measure (Euclidean)
and one number of retrieved image (five), to get a general idea of how well different feature vectors performed.
After the initial trials, we chose the best 200 vectors to run with all similarity measures and numbers of returned
images. This reduced the total number of trials to 200(3)(5) = 3000 instead of 30,705.

Gabor Filters

In contrast to the statistical based co-occurrence matrix method, Gabor filtering is a transform based method of
extracting texture information. The use of Gabor filters is motivated by Gabor filtering being “strongly correlated
with the human visual system.”!® Gabor filters have also been successfully used in a number of other projects
to extract texture information in order to perform similarity retrieval,’®20 as well as texture segmentation.?!»22

Gabor filtering is a way of extracting feature information from an image in the form of a response image.
Several filters with varying parameters are applied to an image to acquire the response. A Gabor filter is a
sinusoid function modulated by a Gaussian. The filters we used are defined by the following equation:
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where

xg = x cos(f) + ysin(0) (2)

Yo = —xsin() + ysin(h) (3)

and o is the standard deviation of the Gaussian function, A is the wavelength of the harmonic function, 6 is the
orientation, and -y is the spatial aspect ratio which is left constant at % The spatial frequency bandwidth is the
ratio o/A and is held constant and equal to .56. Thus there are two parameters which change when forming a



Gabor filter - # and A. The form of this equation and all constants are similar to the work done by T. Andrysiak
et al.20

The size of our Gabor filters was set constant at 9x9 for simplicity. Once we have a Gabor filter, it is convolved

with the original image to create a Gabor image response. Based on the work done by Andrysiak et al,2® we are
using only the odd component of the Gabor filter which does not produce imaginary output:
2 2,2
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We convolve the image with 12 Gabor filters tuned to
four orientations (#) and three frequencies (1/)A). Figure
2 visualizes what happens to the Gabor filter when the
orientation parameter is changed. Orientation varied from
0 to 37/4 (stepping by 7/4) and frequency varied from .3
to .5 (stepping by .1).

Markov Random Fields

Markov Random Fields (MRFs) capture the local contex-
tual information of an image.?? The application of MRFs
to extract textual information was first done by Jain and
Cross in 1983.'7 Since then, MRFs have gained increas-
ing popularity because of their ability to create an image _
model that can be successfully used for image classifica- TN TN
tion, segmentation, and texture synthesis.?*

In a MRF model, the image is represented by a two-

dimensional lattice. The value at each pixel in the lat- Figure 2. Visualization of Gabor filters varying by 6
tice is a random variable. For gray scale images, with Parameter. Top left 6 = 0, top right 6 = m/4, bottom
256 gray levels, each random variable can take on a l°ft 9 = m/2, bottom right ¢ = 3 /4

value in the set {0, 1, 2, ..., 255}.2* The lattice S with
neighborhood system ¢, is said to be a MRF if for all
s € S,p(Xs| X, for r # s) = p(X;|Xs,.), where X is a
random variable.2®

In order for a site to be a MRF, it must exhibit Markovianity, which describes the situation in which the value
of each random variable is dependent only on its neighbors.?? For instance, if the random variable X represents
intensity values, the gray level of a pixel at X must depend on the gray levels of its neighbors.26

In a Gaussian Markov Random Field (GMRF), the image is represented on a local conditional probability
distribution that is assumed to be Gaussian.?” The four parameters for a GMRF model correspond to the four
orientations between a neighboring pixel pair.* To extract five feature vectors for our CBIR system, we used an
algorithm devised by Cesmeli: first estimate the four GMRF parameters, then derive four new features (as well
as variance) from the estimated parameters.?”

We used least-square estimation to estimate a set of four parameters for a second order GMRF model:
O = [0 65 03 04]7, where 6, corresponds to 0° direction, f3 corresponds to the the 90° direction, 5 corresponds
to the 45° diagonal, and 6, corresponds to the 135° diagonal.

-1
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Where Q(r) = [(Yrir, + Yr—my); s Yriry + Yr—z)]T, T stands for the orientation, 0°, 90°, 45°, and 135°,
respectively, r is the pixel location in the image, and R(s) is the estimation window.



For example, the first scalar of the four scalars in Q(r) corresponds to the 0° direction. In this case, yr4r, +
Yr—r, is the sum of the two intensity values of the neighbor pixels that are to the left and the right of the pixel
at location r.

To calculate feature vectors for a pixel, we used a 9x9
estimation window (this size was also used by Cesmeli).7
Equation (5), by multiplying the inverse of the summation
of the correlation matrices (4x4) with the summation of
the vectors (4x1), yields four parameters (4x1). After each
pixel in the image has had its four respective parameters
calculated, we calculate variance:

o= (ui S e - 0Q)P (6)

r,rE7;ER(s)

where u is equal to the size of the estimation window.
Because of our estimation window size of 9x9, u would be
equal to 9.

Usually, the four GMRF parameters and variance are
. directly used as the feature vectors; however, as Cesmeli
: variance .
3 4 stated, a new set of feature vectors, taking on the prop-
erty of the variance equation, are more discriminatory in
Figure 3. Visualization of a CT lung image and its five detecting different textures:

feature vector images: f1, {2, {3, f4, and variance 1
fi= W >y 0;Q;(n) (7)

r,rt7;ER(s)

where @, (r) is the jth component of Q(r) and j = 1,2, 3,4.%7

As one can see, Equation (7) is very similar to the variance equation (6). Because of this similarity, the new
feature vectors (f1, fa, f3,andfs) behave like variances in their four respective orientations: 0°, 90°, 45°, and
135°.27 We use these four response images, along with the variance response image, as our five feature vectors
for MRF in our CBIR system. (see examples in Figure 3)

Similarity Measures

Since the Haralick co-occurrence features are global, they result in a one-dimensional feature vector for each
image. However, the Gabor and Markov features are local, so they result in a two-dimensional feature response
for each image. Thus, we could not use the same similarity measures across all feature types.

The Haralick features were compared with three different distance measurements: Euclidean Distance, Man-
hattan Distance, and Chebyshev Distance.

For points P = (p1,pa,...,pn) and Q = (q1, g2, ..., ¢,) where n is the number of image features:

n

Z(Pi —@)? (8)

Euclidean Distance =

i=1
n

Manhattan Distance = Z lpi — ¢l 9)
i=1

Chebyshev Distance = max;(|p; — ¢:|) (10)

For the Gabor and MRF feature vectors, we used a second method, in which a histogram is created from each
response. The similarity between histograms can then be found using the Chi-Squared Statistic or the Jeffrey
Divergence. For histograms f(i; X) and f(i;Y) (bin ¢, images X and Y') their similarity can be found by:



Chi-Squared Statistic(X,Y) = Z 0 (11)
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Jeffrey Divergence(X,Y) = ;f( ; X)log 0 + f(3;Y)log 0 (12)

where f(i) = [f(i; X) + f(i;Y)]/2.

We have chosen these two measures since they represent two different approaches to similarity measurement.
The Chi-Squared Statistic is a nonparametric similarity test and the Jeffrey divergence is a information-theory
divergence. More information on these and other similarity measures can be found in the works of Rubner,
Puzicha, et al.?!,28

LIDC Lung Nodule Project

The Lung Image Database Consortium (LIDC) maintains a database containing lung CT images and information
about nodules shown in these images, including nine physician annotations regarding particular nodule features:
calcification, internal structure, subtlety, lobulation, margin, sphericity, malignancy, texture and spiculation.?’

All of these features are rated on an integer scale from

. } ) 1 to 5 (except calcification, which is rated on a scale from 1
‘ ; ‘ to 6). An examination of the feature histograms (see Fig-
- = ‘ ure 4) reveals that several of them (calcification, internal
1 3 J I I structure, subtlety, and texture) are almost entirely dom-
" Gaotiaton itemal Strcture Lobulaton inated by one or two major values. Thus, these particular

- ratings will not help much when trying to find correlations

‘ between image features and physician ratings.
. I I : I I I 1 I The data is separated into 90 cases, each containing
" Malignancy Mergn " sphericily around 100-400 DICOM images (514KB each) and an
XML data file containing the physician annotations. We

I I ) I extracted the XML data and used centroid calculations
. III _—mA I | m | B

to determine which images are of the same nodule. Then
we extracted the nodule images from the full-size CT lung
Spiculation Sutety Texture scans. This produced DICOM files of the nodules, along
with a collection of XML files with all of the feature data,
Figure 4. Annotations physician annotations and metadata for each nodule im-
age.

We discarded all nodule images smaller than 5x5 pixels

(around 3x3 mm) since images this small would not yield

meaningful texture data (this minimum size was also used by Kim et al.!?) After discarding these images and

ones with multiple contours, the final database contained 2424 images of 141 unique nodules. The median image

size in pixels is 15x15 and the median actual size is approximately 10x10 mm. The smallest nodules are roughly
3x3 mm, while the largest are over 70x70 mm. Eighty-eight percent of the images are under 20x20 mm.

The system interface was written in C# using the .NET framework and began as a simple viewer to examine
one image at a time, and was then expanded to allow side-by-side comparison of two images. Later, feature
vector distance calculation was added as a way to examine the similarity of the images. The next step was to
expand the program into its current state (see Figure 5): a full CBIR program that allows the user to select a
query image and a threshold. The program then analyzes all the images, applies the similarity measures and
determines which images are closest to the query image. It discards all images with a distance greater than
the threshold value and then ranks the remaining images from closest to furthest from the query image. The
interface also allows the user to choose which texture descriptors to include in the feature vector (if using Haralick
features).
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Figure 5. Nodule Viewer

Since we needed to access the DICOM pixel data directly, we decided to |
use a C# DICOM library called openDICOM.net?? available under the LGPL
license to import pixel and header information from DICOM files. We also
wrote a simple DICOM series viewer to explore the original lung data (see
Figure 6).

The nodule viewer is currently capable of the following;:

e Importing the original, raw LIDC data into the viewer formats

e Viewing all DICOM series, with window contrast adjustment and zoom-
ing

e Viewing all nodules and their original DICOM images

Figure 6. Series Viewer

e Calculating Haralick statistics, Gabor responses and Markov features
on segmented DICOM images

e Nodule retrieval based on Haralick descriptors, with the option to cus-
tomize the feature vector used

e Nodule retrieval based on Gabor or Markov responses
e Limit responses by number (“top N items”)

e Perform on-the-fly DICOM window level contrast enhancement

This project has been released under the GNU General Public License and is available free of charge on the
internet at http://brisc.sourceforge.net.



Results

Generally, CBIR systems are evaluated with respect to their performance relative to human observations, since
image retrieval is only meaningful as a service to human operators.?! Thus, the optimal performance measures are
obtained when “ground truth” ratings are available for the data set. These ratings should provide a independent,
objective descriptors of the data. The system can then be evaluated with respect to how many returned results
have similar ratings (precision) or how many of the similarly rated images in the database were returned (recall).

As described above, our data set contained ratings of every nodule by four observing radiologists. We had
expected to be able to use these ratings in the evaluation of our system, so we first tried to correlate Haralick
features with physician annotations.

After performing correlation analysis between all possible Haralick feature vectors and physician annotation,
the highest R-value we obtained was 0.58 for calcification and the vector: [homogeneity, cluster tendency, inverse
variance]. This is fairly meaningless, however, since 98% of the nodules had the same calcification rating. The
largest correlation with a well-distributed annotation was 0.25 for malignancy with the vector: [contrast, entropy,
third order moment, cluster tendency].

The problem is that these annotations are very subjective, and physicians rarely agreed on nodule ratings
(even of the exact same nodule). Since other systems use physician ratings in their evaluation®,3? it is difficult to
know whether this is a general problem with medical image analysis or if the problem is specific to this database.
However, if the physicians cannot agree on a common rating system, then any performance analysis using the
ratings is flawed from the beginning. At this point, the problem seems to be one of ontological standardization
when annotating lung nodules, which is outside the scope of our project.

Since the annotation analysis was not providing solid ground truth, we decided to base our precision and
recall calculations on the idea that the first results returned by the system for a particular nodule should be other
instances of that same nodule, perhaps on a different CT slice or marked and rated by a different radiologist.
Thus, ground truth was determined by objective, a priori knowledge about the nodules. In this way, we have
defined precision and recall as:

Precision — # of retrieved instances of the query nodule

# of retrieved images

# of retrieved instances of the query nodule

Recall =
eea # of total instances of the query nodule

We focus on precision scores, since in a large database, the recall is limited severely by the number of retrieved
images relative to the size of the database. Thus, we did not consider recall to be a significant measure of our
system’s performance. This view was also taken by the ASSERT project.®

After running all of the preliminary trials with respect to the Haralick descriptors, we found that the worst
performance was obtained when the feature vector was comprised of only one or two features. When grouped
by number of retrieved images, the best mean precisions range from 20% to 29%. Comparing the results, we
found that four features appear in all five of the best feature vectors: contrast, homogeneity, entropy and sum
average. The best similarity measure appeared to be Manhattan, which produced four of the five best results.
Thus, these four features were compared using the Manhattan distance in all further trials.

After determining which co-occurrence features to use, we ran multiple trials using co-occurrence, Gabor and
Markov features to examine precision as various parameters are changed.

Figure 7(a) shows that when we vary the number of items retrieved, Gabor and Markov perform nearly
identically, with the best mean precision of about 88% when one item is retrieved. Figure 7(a) also shows
that Markov performs similarly to Gabor when less than five items are retrieved. However, for five and ten
images retrieved Gabor shows a marked improvement over Markov. Co-occurrence matrices perform noticeably
worse than both Gabor and Markov with a mean precision of only 29% when retrieving one item. One possible
explanation might be that the co-occurrence model encodes the texture information at the global level while
both Gabor and Markov are calculated at the pixel level.
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Figure 7. Image Retrieval Results

Figure 7(b) shows what happens as precision calculations are done for different sizes of nodule images.
The nodule database was divided into four equal groups based on the size of the nodule images and precision
calculations were run with one item retrieved. Figure 7(b) shows that Markov and Gabor perform nearly
identically and co-occurrence again performs worse. The graph also shows that all methods generally perform
better on larger images, except for an unexplained decrease in precision in the third group (235-625 total pixels).

Furthermore, we ran precision calculations on nodules for which radiologists agreed on the “texture” anno-
tation (see Figure 7(c)). When just two radiologists agreed, the average precision increased from 88% to 96%
for both Gabor and Markov texture models. Once three or four radiologists agreed, the precision increased to
nearly 100%.

Conclusion

We have presented a software library for content-based image retrieval of CT lung nodule images. At this point, it
appears that Gabor response features outperform Haralick descriptors in improving the precision of our system.
Gabor and Markov descriptors perform similarly, but Gabor features are preferred since they are quicker to
calculate and compare. Unfortunately, the ratings used in lung nodule annotation do not seem to be consistent,
and this poses an unsolved problem for content-based image retrieval evaluation.

Future Work

We expect that Haralick would give better results if applied locally instead of globally, as shown in the work
done in 1998 by Shyu et al.” In addition, the Gabor transformation process contains several opportunities
for optimization, and Markov might see an improvement with the addition of noise suppression. Our system
could also be improved by introducing a “customized-queries” approach (CQA), which divides images into
subcategories before applying similarity measures to the image descriptors, a method that has been shown to
be effective for high resolution CT lung images.?3 There also exists the possibility of using the various types of
texture models together, or combining our content-based algorithms with semantic content- or metadata-based
retrieval algorithms for greater precision.?* Finally, we plan to provide support for the integration of our system
into the radiologist workstation project at Northwestern Memorial Hospital.
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