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Abstract

Emerging Web 2.0 technologies offer abundance of opportunities for e-commerce systems to improve the effectiveness of recommendation. For example, many e-commerce sites allow users to enter reviews together with ratings in order to obtain more feedback on their products and services. In this paper we present an approach which considers user reviews in generating personalized recommendations in e-commerce recommender systems. Our approach is novel in that the system incorporates user reviews as an additional dimension in representing the inter-relations between items and user preferences. By utilizing user reviews as the fourth dimension in addition to the traditional three dimensions of items, users and ratings, our system can generate recommendations which are more relevant to users’ interests.

To analyze user reviews we utilize techniques from Natural Language Processing (NLP), a sub-field in Artificial Intelligence (AI). We extract terms/words from user reviews and analyze their parts-of-speech (POS). Then we use nouns and adjectives (only) to represent a user review, and develop a new recommendation model, which we call RecRank, that utilizes all four dimensions. We also incorporate the notion of authority – items which are frequently mentioned in other items’ reviews are considered popular and authoritative, thus should be ranked higher in the recommendations.

We run several experiments on a real e-commerce data (Amazon books) and compare results with other standard recommendation approaches, namely item- and collaborative-based filtering and association rule mining algorithm. The results showed that user reviews were effective in increasing the diversity as well as relevancy of the recommended items. 
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1.   INTRODUCTION

In our highly competitive market it is very important for companies to obtain information about who their customers are, what their preferences are and how they are evaluating their existing products. The trends in customer preferences and requirements should be the main factors in navigating the company success strategy. User studies are an effective way to get information about customers preferences. However, user studies are costly and involve careful planning. 

With the advent of Web 2.0, many e-commerce sites encourage users to leave on-line feedback and share their opinions about the products they bought, such as Amazon (www.amazon.com) and e-bay (www.e-bay.com). Users post their overall explicit ratings of the items together with reviews to explain their ratings. There are a lot of studies in e-business and psychology concerning the people’s motivation to post their reviews [1, 2]. Those studies are beyond the scope of this paper, but their general finding is that users often read reviews of others to make their own decisions about purchasing, and want to pay back and help other customers. Therefore, user reviews are a very valuable source of information for on-line e-commerce applications, such as recommender systems.

Recommender Systems use information about a customer’s previous purchases, ratings and profile to predict which products he or she might be interested in buying next. There are two main technical approaches in e-commerce recommender systems: content-based and collaborative-based.  In the content-based approach, recommendations are selected based on the similarity of items measured by various item features such as user ratings, author, producer, publisher, etc. In the collaborative-based approach on the other hand, recommendations are selected based on the similarity of users and the ratings those like-minded users had entered. However, both approaches along with other hybrids suffer from the problem of “cold start”: new items cannot be found because they have only limited historical data [3, 4]. There is also another type of approach called Association Rule Mining (or the Apriori algorithm) [5]. This approach generates recommendations based on the items which often appeared together in customer transactions. Although previous research [6] has shown that the Apriori algorithm usually generates recommendations faster than other two approaches, it has difficulties with coverage: some items cannot be recommended at all.

In this paper, we present a new approach which considers user reviews in addition to item similarity and user similarity in generating recommendations. We first extract terms/words from user reviews and obtain their parts-of-speech (POS). Then we use nouns and adjectives (only) as item features to enhance the content-based approach. For instance, if terms such as “pawn”, “bishop”, ”defense” and “strategy” appeared in the review of a book, then probably it is a chess book and all other books that are reviewed using the same terms are good candidates to be associated with that book. This way, our approach can alleviate the cold start as well as the poor coverage problems. Moreover, terms in user reviews can help find other books which are related to logic and calculations, which in turn increases the diversity of the recommendations for the chess fans. Using terms in reviews can also help find like-minded users in collaborative approach. Previous psychological studies have shown that vocabulary is an expressive indicator which reveals information about the user interests, culture and personality [7]. Our hypothesis is that, if users have the same vocabulary, they probably have similar interests, of similar age, belong to similar social groups etc., thus may enjoy similar recommendations.  By utilizing user reviews as the fourth dimension in addition to the traditional three dimensions of items, users and ratings, our system can generate recommendations which are more personalized to users' interests. 
We also introduce the notion of authoritative items. The intuition behind this notion is that, if an item was frequently mentioned by reviews of other items, it is most likely a popular item and serving as a reference point/item. Furthermore, we develop a new algorithm called RecRank which utilizes all four dimensions to better personalize the recommendation list.

Finally, we report the results of running several experiments on a real e-commerce data (Amazon books). The results showed that our system outperformed other standard recommendation approaches.

2.  RELATED WORK

There are several works which tackled the problem of diversity and relevancy of the recommendations in e-commerce recommender systems. The problem of (poor) diversity in recommendations was first raised in Ziegler et al. [8]. They reported that the standard recommender systems failed to contribute to sales of the company as the systems only generated recommendations for the items which the users have already purchased. Then they introduced a new measure called Intra-List Similarity for recommendation generation. This metric indicates how similar the items in a given list of recommendation are to each other, thus essentially represents the degree of diversity of the recommendation list. They claimed that, although the diversity hindered the recall/precision standard metrics, it helped inform the users about new products and increased the company sales volume in a long term.  MgGinty and Smyth [9] developed an algorithm called adaptive selection, which adds one item at a time in the recommendation list. They used customers feedback to determine if the next candidate item should be included in the list. They also reported that diversity helped create better recommendation lists which are more preferable for the users.

To improve the relevancy of item- and collaborative-based systems, many researchers used various item features in addition to user ratings to measure the similarity between items [10]. Although those item features can improve item clustering and thematic recommendations, their information is static and narrowly scoped, and cannot take advantage of the user models, in particular the collective user efforts, expressed in user reviews.
There are a few works which made an attempt to use user reviews in recommender systems.  In particular, Aciar et. al [11] used consumer product reviews to improve recommendations.  They first defined (manually) an ontology of product features (in the digital-camera domain), then mapped the user reviews to the ontology.  They used NLP tools to analyze user reviews and categorized each sentence in a review into one of the three classes: good, bad or quality.  Then the product feature mentioned in a given sentence is associated with the sentence’s category and the node in the ontology for the feature is annotated with the category.  In the recommendation generation phase, they extracted keywords from a request made by a specific user, mapped the keywords to the ontology, then generated a recommendation list customized for that user.  However, they did not compare their results with other standard approaches, therefore the effectiveness of their approach is not empirically validated. 
3.  USING REVIEWS IN RECOMMENDATION GENERATION 

In this paper, we use the following notation to define relations in the dataset. A recommendation dataset D is denoted as a four-tuple:
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where U is a set of users, I is a set of Items, T is a set of terms and R is a set of ratings.

3.1  Improving Similarity Measure and Association Rules in Recommendation Algorithms

Recommendations in item-based recommender systems are determined based on item similarity. In particular, for a given user a recommendation list is formulated by selecting the items similar to the ones that the user had rated highly. In this work, we used the cosine measure to compute the similarity between two items, modified to include the similarity between the terms that appeared in the reviews in the following formula:
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where cos(i,j) is the cosine between the items i and j, ru,i is the rating score which a given user u gave to the item i, f(t,i) is a value for the term t in i that was obtained after applying the Principal Component Analysis (PCA) to the items/terms matrix (see below), and  is a tuning coefficient which determines the distribution of weights between ratings and term features.

For the item/term matrix, we first applied PCA to reduce the dimensionality of the matrix. There were a lot of synonyms, spelling variations and ambiguous terms in the user reviews in our dataset. Therefore, we had to take a measure to automatically find hidden connections between the items and the terms which were not explicitly stated in the original term frequency matrix.

For the collaborative algorithm, we used the similar formula to compute the similarity between two users:
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Where cos(u1, u2) is the cosine between the users u1 and u2, 
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  is the rating score which the user u1 gave to the item i, f(u1,t) is a value for the term t which the user u1 used that was obtained after applying PCA to the users/terms matrix, and  is a tuning coefficient which determines the distribution of weights between ratings and term features. 

Finally for the Apriori algorithm, we modified the association rule slightly. In the standard association rule, an implication X
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Ij means to add Ij  in X, where X is a set of some items in I and Ij is a single item in I that is not present in X. We modified this rule to treat the terms in the reviews as transactions for finding additional lists of frequent item-sets. We also computed another frequent item set by treating the users as transactions. Then we merged the two lists to generate the candidate items to be added in the set of recommendations. Thus, our modified algorithm can alleviate the coverage problem with which the standard Apriori algorithm is known to have difficulties. 

3.2  Using Reviews in Recommendation Personalization

For each of the three approaches described in the previous section, an initial list of recommended items is obtained. The next step is to re-rank them to better personalize the list to reflect the user’s interests. To this goal, we apply two methods: weighting by item popularity (or authority) and Artificial Neural Network (ANN).

The idea of item popularity is inspired by the observation that items mentioned frequently in the reviews of other items are those that are well-known to the general public and serving as reference points. For instance, “...this textbook is slightly easier to read than Streetwise eCommerce.” - the customer mentioned the item in the review written to another item, thus he indirectly showed the authority of the referenced one. Therefore we can consider frequently referenced items authoritative. So if a recommendation list contained an authoritative item (but the user hasn’t purchased one yet), this item should be ranked higher than others (e.g. a “must-read” book). 

To compute the popularity scores of items, we represented all items in the dataset in a graph where a node/item is connected to another node/item if the first item referred to the second item in the reviews. Then we applied the Google PageRank algorithm [12] on the graph to derive the rank scores, or popularity scores, of the items. We normalized the rank scores at every iteration in the algorithm, so the scores were kept in the range between 0 and 1. We ran the algorithm iterations until the total change in the scores became less than a predefined threshold. Finally using the popularity scores obtained, we computed the final re-ranked score for each item in the recommendation list as the multiplication of its initial score by its popularity score.
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Figure 1: The Artificial Neural Network Topology used for re-ranking recommended itemstc "1 The Artificial Neural Network Topology used for re-ranking recommended items" \f f
Another method we used to re-rank the initial list of recommendations is a multi-layered ANN. We first constructed a network with two hidden layers, where the nodes in the input layer are the terms that appeared in all user reviews, and the nodes the output layer are the items (or books in our Amazon dataset). The schematic picture of the network is shown in Figure 1. We chose two hidden layers (instead of one) because the numbers of input and output nodes were quite large for our dataset (4,864 input and 15,930 output nodes), thus requiring a network which could model complex interactions between the input and output. As for the numbers of hidden nodes (43 and 181), we approximated by running PCA on user/item and item/term ratings matrices and observed the number of principal components which covered a large portion of the variability in the dataset. Then we trained the network with all items in the data using the ANN’s backpropagation algorithm. We continued the algorithm iterations for a predefined number of iterations (rather than until convergence) in order to avoid overfitting. The trained network is essentially a classifier which maps a set of terms used in the reviews of an item to the item itself. Finally we presented each item in the recommendation list to the network’s input layer and obtained the value of the output node which corresponded to the item. Then we used that value (between 0 and 1, produced by the sigmoid/logistic function applied at the output node) to multiply the initial score of the item and obtained the final re-ranked score of the item.

3.3  The RecRank Algorithm

In addition to item authority and ANN, we also developed a new model for generating personalized recommendations which incorporates user reviews. In this work, there are four interconnected factors which influence user preferences in recommender systems: users, rating scores, items and review terms. We represent those information in a large matrix M of size nn where n=|U|+|I|+|R|+|T|. In other words, M is a heterogeneous (and square) matrix where, for every user/rating/item/term, its associations with all other users/ratings/items/terms are recorded. 

The matrix M is symmetric, except for the sub-matrix which indicates item-to-item associations. In this sub-matrix, each entry is the number of references made in one item’s reviews to another item. Notice also that M represents the associations between rating scores and review terms quite conveniently. For example, in a row ’rating=1’, the entry for the column ’term=bad’ indicates the number of times the word “bad” appeared in all of the user reviews which gave the rating score of 1.  
In addition to the matrix M, we also set up another vector, which we call a personalization vector, to personalize recommendations for a specific user. This vector
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, is of size n (=|U|+|I|+|R|+|T|), and the values are binary – 1 in the slot of the user himself/herself and the slots of the items for which he/she rated highly (above his/her average rating) as well as the slots of the terms which he/she used in the reviews frequently, and all other slots have zeros. Then by using M and 
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 of a given user, we wish to find weights on the items – then those weights will be used to re-rank the items selected in the initial recommendation list (see below). To that goal, we defined the following formula and obtained the weights through an iterative process. 
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where w1  is the weighting vector of size n (=|U|+|I|+|R|+|T|), initialized with a random numbers between 0 and 1, d is the damping factor (which helps avoid the “trap of local maximum” during iteration), 
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, is the personalization vector for the given user, and , ,  are tuning coefficients which distribute the importance of three factors influencing the weighting vector. The values of , ,  were determined during the preliminary run with the training dataset.  Figure 2 shows an example of M, a weight vector (W) and 
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<weighted vector>

[0.234234234,0.23443...... , 0.85763522]{16 dimensionsP

<John’s personalization vector>

[1, 0, 1, 0, 0, 0, 1, 1, 1, 0, 0,  1, 1, 0 ]0, 0,{16 dimensionsp value = 50% (we include 50% of John's most frequent terms)Matrix M


Figure 2: Matrix M, a weight vector and a personalization vector
The RecRank algorithm is listed in Algorithm1. We ran this algorithm twice, with and without using the preference vector. The final re-ranking weights for the recommended items are obtained by the formula 
[image: image13.wmf])

(

®

®

-

w

w

p

, where 
[image: image14.wmf]p

w

®

 and 
[image: image15.wmf]®

w

 are the weighting vectors derived by the algorithm with and without using the personalization vector respectively. Such approach helps to cancel popular items in D which are not personalized for the target user, similar to FolkRank algorithm [13]. 
Input: Set of items i  ( I, users u  ( U, terms t  (  T, p the personalization vector over <U,I,R,T>; simthr - a threshhold 
which specifies the smallest in the cosine similarity between iterations; n - maximum number of iterations

Output: Weighting vector w1 over <U,I,R,T>

Initialize w1 with random numbers between 0 and 1.
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     Normalize(
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     n = n - 1;    
End    
Algorithm 1: The RecRank algorithm

4.  Experimental Evaluation 
We evaluated our approaches on the Amazon Book recommendation dataset (www.amazon.com/books). A Web crawler was used to extract data in February of 2009. The data contained 2,987 users and 15,930 books. For every user we extracted a full profile consisting of ratings and reviews he/she has posted so far. As for user reviews, we used a NLP tool called Stanford Log-linear Part-Of-Speech Tagger (http://nlp.stanford.edu/software/tagger.shtml) to identify the part of speech for each word/term, and took only nouns and adjectives and discarded all other words. We focused on nouns and adjectives because we thought those are the most semantically meaningful features. Then we we applied the Porter Stemmer algorithm [14] to further reduce the number of terms. In all, there were a total of 4,864 terms in the dataset.

For evaluation metrics we used F-Score 
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and Intra-list Similarity (ILS)[8]. F-Score is defined by precision and recall, thus measures the relevancy of the recommendations, while ILS indicates the diversity of the recommendations in the recommended list, as described previously in section 2. By plotting F-Scores against ILS, we can observe the trade-off between the relevancy and the diversity. So with this setup, results which achieved high F-Scores at high ILS values are more desirable.  ILS is computed as:
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where l is a recommendation list, ik, ie, re items in l and n is a size of l, as per [8]. Values of both F-score and ILS are in the range between 0 and 1 where 1 is the highest (i.e., the most relevant for F-Score and the most diverse for ILS). 

Note that in the evaluations, we considered only the items which the user rated highly (i.e., higher than his/her average rating), as mentioned in the previous section with regard to the personalization vector. We hypothesize that we should recommend only items which the user would like. Also note that we used 5-fold cross validation for all experiments reported below.
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Figure 3: Relevancy and Diversity using Review Terms in Association Rules (AR), Collaborative Filtering (CF) and Item-based Collaborated Filtering (IBF)tc "2 Relevancy and Diversity using Review Terms in Association Rules (AR), Collaborative Filtering (CF) and Item-based Collaborated Filtering (IBF)" \f f
We first evaluated the contribution of review terms in the three standard recommendation approaches (Association Rules (AR), Collaborative Filtering (CF) and Item-based Collaborated Filtering (IBF)). Figure 3 shows the F-Score vs. ILS curves. As you can see, for all approaches the inclusion of the review terms, especially nouns (only), helped improve the results (i.e., relevancy and diversity of the recommendations) over the basic versions.
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Figure 4: Re-ranking recommendation lists using popularity and ANNtc "3 Re-ranking recommendation lists using popularity and ANN" \f f
Next we evaluated our recommendation re-ranking methods, as they are applied in CF and IBF. Figure 4.  shows the results. There you can see that popularity (or authority) helped improve the result over the basic versions, especially for IBF. As for ANN, it seems the best improvement was achieved when the network was trained with adjectives (only). Comparing with results from the previous evaluation above, where adjectives didn’t contribute significantly in finding ’good’ initial recommendations, they seem to help in re-ranking. It’s probably because a “good” and “perfect” anthropology book is not an excellent candidate for recommendation to math lovers who reviewed math books using terms such as “good’’ and “excellent’’. But once an initial recommendation list is formed with books related to anthropology, adjectives such as “awesome” and “excellent” may be effective in re-ranking the initial list.
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Figure 5: Formulating Recommendation Lists using RecRank Algorithmtc "4 Formulating Recommendation Lists using RecRank Algorithm" \f f
Finally we evaluated the RecRank algorithm. Figure5 shows the results by RecRank with nouns and/or adjectives. There you see that RecRank was only relatively effective as compared to CF and IBF – although RecRank with nouns significantly outperformed CF, it was comparable to IBF, which shows its great potential. 
5.  CONCLUSION

In this paper we presented the results of incorporating user reviews in e-commerce recommendation systems. User reviews are free-form texts, and we used NLP techniques to analyze them, in particular to obtain the parts-of-speech of the terms. Our experimental results showed that reviews are an important source of information about the user preferences and interconnections among items, and including reviews in the recommendation generation process does improve the relevance and diversity of the recommended items. As for recommendation re-ranking methods, popularity and ANN can also improve the quality of an already formulated recommendation list. We also proposed a new RecRank algorithm which covers all factors and their interactions and interconnections.

Our future work will focus on the further improvement of the RecRank algorithm. In particular, we are interested in using other NLP techniques (in addition to POS tagging) to find terms which will influence the user preferences and item interconnections the most. 

We believe that, if there is a possibility of further improving the recommendations’ relevancy and diversity through reviews, it would be possible in the proposed RecRank algorithm. 
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