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ABSTRACT
To engage visitors to a Web site at a very early stage (i.e., before registration or authentication), personalization tools must rely primarily on clickstream data captured in Web server logs. The lack of explicit user ratings as well as the sparse nature and the large volume of data in such a setting poses serious challenges to standard collaborative filtering techniques in terms of scalability and performance. Web usage mining techniques such as clustering that rely on offline pattern discovery from user transactions can be used to improve the scalability of collaborative filtering, however, this is often at the cost of reduced recommendation accuracy. In this paper we propose effective and scalable techniques for personalization based on association rule discovery from usage data. Through detailed experimental evaluation on real usage data, we show that the proposed methodology can achieve better recommendation effectiveness, while maintaining a computational advantage over direct approaches to collaborative filtering such as the \(k\)-nearest-neighbor strategy.
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1. INTRODUCTION
One of the most successful and widely used technologies for building personalization and recommendation systems is collaborative filtering (CF) [20]. Given a target user’s record of activity, CF-based techniques, such as the \(k\)-Nearest-Neighbor (\(k\NN\)) approach, compare that record with the historical records of other users in order to find the top \(k\) users who have similar tastes or interests. The mapping of a visitor record to its neighborhood could be based on similarity in ratings of items, access to similar pages, or purchase of similar items. The identified neighborhood is then used to recommend items not already accessed or purchased by the active user.

The CF-based techniques suffer from some well-known limitations [17]. For the most part these limitations are related to the scalability and efficiency of the \(k\NN\) approach. Essentially, \(k\NN\) requires that the neighborhood formation phase be performed as an online process, and for very large data sets this may lead to unacceptable latency for providing recommendations. A number of optimization strategies have been proposed and employed to remedy this shortcoming [3, 18]. These strategies include similarity indexing and dimensionality reduction to reduce real-time search costs.

The challenge in designing effective Web personalization systems is to improve the scalability of collaborative filtering through offline pattern discovery, while maintaining or improving the overall recommendation effectiveness. Furthermore, the effectiveness of the system must be measured in terms of both coverage and accuracy (precision) of the produced recommendations. Precision measures the degree to which the recommendation engine produces accurate recommendations. On the other hand, coverage measures the ability of the recommendation engine to produce all of the pageviews that are likely to be visited by the user. Both of these measures are essential in evaluating the effectiveness of recommender systems. For example, in e-commerce domains, low precision can easily lead to angry or frustrated users (who receive inaccurate recommendations) while low coverage will result in the site missing cross-sell or up-sell recommendations at critical junctures in users navigation through the site.

In recent years there has been an increasing interest and a growing body of work in Web usage mining [16] as an underlying approach to capturing and modeling Web user behavioral patterns and for deriving e-business intelligence. Web usage mining techniques such as clustering that rely on offline pattern discovery from user transactions can be used to improve the scalability of collaborative filtering. For example, previous work such as [9, 10, 12] have considered automatic personalization based on clustering of user transactions and pageviews. However, this is often at the cost of reduced recommendation accuracy. One solution to improve accuracy is presented by [11] using preprocessing techniques such as normalization and significance filtering.
Another way is to consider ordering information in personalization. Comparing with non-sequential patterns such as clusters and association rules, sequential patterns contain more precise information about user’s navigational behavior. The use of navigational sequential patterns for predictive user modeling has been extensively studied [5, 14, 19]. The primary focus of all of these studies has been on prefetching of Web pages (i.e., predicting a user’s next access to a page) to improve server performance or network latency. In the context of personalization, however, the narrow focus on navigational sequences often leads to very low recommendation coverage making such techniques less effective as the basis for recommender systems.

Some recent studies have considered the use of association rule mining [2, 15] in recommender systems [6, 7, 17]. For the most part, however, these studies have relied on discovering all association rules prior to generating recommendations (thus requiring search among all rules during the recommendation phase) or on real-time generation of association rules from a subset of transactions within a current user’s neighborhood. There has also been little focus on the impact of factors such as the support threshold or the size of user history on the effectiveness of recommendations.

In this paper we present a scalable framework for recommender systems using association rule mining from clickstream data. Specifically, we present a data structure for storing the discovered frequent itemsets which is especially suitable for recommender systems. Our recommendation algorithm utilizes this data structure to produce recommendations efficiently in real-time, without the need to generate all association rules from frequent itemsets. Furthermore, through detailed experimental evaluation we show that by using multiple support levels for different types of pageviews and varying sized user histories, our framework can overcome some of the shortcomings of recommender systems based on association rules (e.g., low coverage resulting from high support thresholds or larger user histories, and reduced accuracy due to the sparse nature of the data). In fact, we show that the proposed framework can achieve better overall recommendation effectiveness than direct approaches such as the kNN technique in terms of coverage and accuracy.

2. A FRAMEWORK FOR PERSONALIZATION BASED ON ASSOCIATION RULES

Generally speaking, usage-based Web personalization systems [10] involve 3 phases: data preparation and transformation, pattern discovery, and recommendation. Of these, the latter is a real-time component, while the other two phases are performed offline. The pattern discovery phase may include the discovery of association rules, sequential navigational patterns, clustering of users or sessions, and clustering of pageviews or products. The recommendation engine considers the active user session in conjunction with the discovered patterns to provide personalized content. The personalized content can take the form of recommended links or products, or targeted advertisements tailored to the user’s perceived preferences as determined by the matching usage patterns. In this paper, we focus on a specific instance of this general framework in which the recommendations are produced based on matching the current user session against patterns discovered through association rule mining on user transaction data. First, we briefly discuss the data preparation and pattern discovery phases and then we focus on the details of our recommendation engine.

2.1 Data Preparation and Pattern Discovery

The starting and critical point for successful personalization based on usage data is data preprocessing. The required high-level tasks are data cleaning, user identification, session identification, pageview identification, and the inference of missing references due to caching. Transaction identification can be performed as a final preprocessing step prior to pattern discovery in order to focus on the relevant subsets of pageviews in each user session. Pageview identification is the task of determining which page file accesses contribute to a single browser display. For Web sites using cookies or embedded session IDs, user and session identification is trivial. Web sites without the benefit of additional information for user and session identification must rely on heuristics methods. These heuristics and details of usage preprocessing tasks are explained in [4] and we do not discuss them further in this paper.

The above preprocessing tasks ultimately result in a set of n pageviews, $P = \{p_1, p_2, \ldots, p_n\}$, and a set of m user transactions, $T = \{t_1, t_2, \ldots, t_m\}$, where each $t_j \in T$ is a subset of $P$. Conceptually, we view each transaction $t$ as an $l$-length sequence of ordered pairs:

$$t = \{(p_i^1, w(p_i^1)), (p_2^1, w(p_2^1)), \ldots, (p_i^l, w(p_i^l))\},$$

where each $p_i^j = p_j$ for some $j \in \{1, \ldots, n\}$, and $w(p_i^j)$ is the weight associated with pageview $p_i$ in the transaction $t$. The weights can be determined in a number of ways, however in the context of personalization based on clickstream data, the primary sources of data are server access logs. This allows us to choose two types of weights for pageviews: weights can be binary, representing the existence or non-existence of a product-purchase or a documents access in the transaction; or they can be a function of the duration of the associated pageview in the user’s session. In this paper, since our focus is on association rule mining, we only consider binary weights on pageviews within user transactions, and furthermore, we ignore the ordering among the pageviews. Thus, a transaction can be viewed as a set of pageviews $s_t = \{p_i^j | 1 \leq i \leq l \text{ and } w(p_i^j) = 1\}$.

Association rules capture the relationships among items based on their patterns of co-occurrence across transactions. In the case of Web transactions, association rules capture relationships among pageviews based on the navigational patterns of users. For the current paper we have used the Apriori algorithm [2, 15] which follows a generate-and-test methodology. The Apriori algorithm, initially finds groups of items (which in this case are the pageviews appearing in the preprocessed log) occurring frequently together in many transactions (i.e., satisfying a user specified minimum support threshold). Such groups of items are referred to as frequent itemsets.

Given a transaction set $T$ and a set $I = \{I_1, I_2, \ldots, I_k\}$ of frequent itemsets over $T$, the support of an itemset $I_i \in I$ is defined as

$$\sigma(I_i) = \frac{|\{t \in T : I_i \subseteq t\}|}{|T|}.$$

An important property of support is its downward closure: if an item set does not satisfy the minimum support crite-
ria, then neither do any of its supersets. This property is essential for pruning the search space during each iteration of the Apriori algorithm.

Association rules which satisfy a minimum confidence threshold are then generated from the frequent itemsets. An association rule \( r \) is an expression of the form \( X \Rightarrow Y (\sigma_r, \alpha_r) \), where \( X \) and \( Y \) are itemsets, \( \sigma_r \) is the support of \( X \cup Y \), and \( \alpha_r \) is the confidence for the rule \( r \) given by \( \sigma(X \cup Y)/\sigma(X) \).

A problem with using a global minimum support threshold is that the discovered patterns will not include "rare" but important items which may not occur frequently in the transaction data. This is particularly important in the current context: when dealing with Web usage data, it is often the case that references to deeper content or product-oriented pages occur far less frequently than those of top level navigation-oriented pages. Yet, for effective Web personalization, it is important to capture patterns and generate recommendations that contain these items. Liu et al. [8] proposed a mining method with multiple minimum support that allows users to specify different support values for different items. In this method, the support of an itemset is defined as the minimum support of all items contained in the itemset. The specification of multiple minimum supports allows frequent itemsets to potentially contain rare items which are nevertheless deemed important. Our experimental results, presented in the next Section, show that the use of multiple support association rules can maintain the overall precision of recommendations, while dramatically improving coverage.

2.2 The Recommendation Engine

The recommendation engine takes a collection of frequent itemsets as input and generates a recommendation set for a user by matching the current user’s activity against the discovered patterns. The recommendation engine is an online process, therefore its efficiency and scalability are of paramount importance. In this section, we represent a data structure for storing frequent itemset and a recommendation generation algorithm which uses this data structure to directly produce real-time recommendations from itemsets without the need to first generate association rules.

We use a fixed-size sliding window over the current active session to capture the current user’s history depth. For example, if the current session (with a window size of 3) is \(< A, B, C >\), and the user references the pageview \( D \), then the new active session becomes \(< B, C, D >\). This makes sense in the context of personalization since most users go back and forth while navigating a site to find the desired information, and it may not be appropriate to use earlier portions of the user’s history to generate recommendations. Thus, the sliding window of size \( n \) over the active session allows only the last \( n \) visited pages to influence the recommendation value of items in the recommendation set.

The recommendation engine matches the current user session window with itemsets to find candidate pageviews for giving recommendations. Given an active session window \( w \), we only consider all itemsets of size \(|w|+1\) satisfying a specified support threshold and containing the current session window. The recommendation value of each candidate pageview is based on the confidence of the corresponding association rule whose consequent is the singleton containing the pageview to be recommended. If the rule satisfies a specified confidence threshold requirement, then the candidate pageview is added to the recommendation set.

In order to facilitate the search for itemsets (of size \(|w|+1\) containing the current session window \( w \), during the mining process the discovered itemsets are stored in a directed acyclic graph, here called a Frequent Itemset Graph. The Frequent Itemset Graph is an extension of the lexicographic tree used in the tree projection algorithm of [1]. The graph is organized into levels from 0 to \( k \), where \( k \) is the maximum size among all frequent itemsets. Each node at depth \( d \) in the graph corresponds to an itemset, \( I \), of size \( d \) and is linked to itemsets of size \( d+1 \) that contain \( I \) at level \( d+1 \). The single root node at level 0 corresponds to the empty itemset. To be able to match different orderings of an active session with frequent itemsets, all itemsets are sorted in lexicographic order before being inserted into the graph. The user’s active session is also sorted in the same manner before matching with patterns.

Given an active user session window \( w \), sorted in lexicographic order, a depth-first search of the Frequent Itemset Graph is performed to level \(|w|\). If a match is found, then the children of the matching node \( n \) containing \( w \) are used to generate candidate recommendations. Each child node of \( n \) corresponds to a frequent itemset \( w \cup \{ p \} \). In each case, the pageview \( p \) is added to the recommendation set if the support ratio \( \sigma(w \cup \{ p \})/\sigma(w) \) is greater than or equal to \( \alpha \), where \( \alpha \) is a minimum confidence threshold. Note that \( \sigma(w \cup \{ p \})/\sigma(w) \) is the confidence of the association rule \( w \Rightarrow \{ p \} \). The confidence of this rule is also used as the recommendation score for pageview \( p \). It is easy to observe that in this algorithm the search process requires only \( O(|w|) \) time given active session window \( w \).

To illustrate the process, consider the example transaction set given in Table 1. Using these transactions, the Apriori algorithm with a frequency threshold of 4 (minimum support of 0.8) generates the itemsets given in Table 2. Figure 1 shows the Frequent Itemsets Graph constructed based on the frequent itemsets in Table 2. Now, given user active session window \(< B, E >\), the recommendation generation algorithm finds items \( A \) and \( C \) as candidate recommendations. The recommendation scores of items \( A \) and \( C \) are 1 and 4/5, corresponding to the confidence of the rules \( \{ B, E \} \rightarrow \{ A \} \) and \( \{ B, E \} \rightarrow \{ C \} \), respectively.

### Table 1: Sample Web transactions involving pageviews \( A, B, C, D, \) and \( E \)

<table>
<thead>
<tr>
<th>Size 1</th>
<th>Size 2</th>
<th>Size 3</th>
<th>Size 4</th>
</tr>
</thead>
<tbody>
<tr>
<td>{A}(5)</td>
<td>{A, B}(5)</td>
<td>{A, B, C}(4)</td>
<td>{A, B, C, E}(4)</td>
</tr>
<tr>
<td>{B}(6)</td>
<td>{A, C}(4)</td>
<td>{A, B, E}(5)</td>
<td></td>
</tr>
<tr>
<td>{C}(4)</td>
<td>{A, E}(5)</td>
<td>{A, C, E}(4)</td>
<td></td>
</tr>
<tr>
<td>{E}(5)</td>
<td>{B, C}(4)</td>
<td>{B, C, E}(4)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>{B, E}(5)</td>
<td>{C, E}(4)</td>
<td></td>
</tr>
</tbody>
</table>

### Table 2: Frequent Itemsets generated by the Apriori algorithm

| T1: \{ABDE\} | T2: \{ABECD\} | T3: \{ABEC\} | T4: \{BEBAC\} | T5: \{DABEC\} |
and \{B, E\} \rightarrow \{C\}, respectively.

It should be noted that, depending on the specified support threshold, it might be difficult to find large enough itemsets that could be used for providing recommendations, leading to reduced coverage. This is particularly true for sites with very small average session sizes. An alternative to reducing the support threshold in such cases would be to reduce the session window size. This latter choice may itself lead to some undesired effects since we may not be taking enough of the user’s activity history into account. Generally, in the context of recommendation systems, using a larger window size over the active session can achieve the better prediction accuracy. But, as in the case of higher support threshold, larger window sizes also lead to lower recommendation coverage. In order to overcome this problem, we use all-\textit{kth}-order method proposed in [14] in the context of Markov chain models. In Markov models, the order of the model corresponds to the number of prior events used in predicting a future event. The use of all-\textit{kth}-order Markov models generally requires the generation of separate models for each of the \textit{k} orders, often leading to high space complexity.

Our algorithm is extended to generate all-\textit{kth}-order recommendations as follows. First, the recommendation engine uses the largest possible active session window as an input for recommendation engine. If the engine cannot generate any recommendations, the size of active session window is iteratively decreased until a recommendation is generated or the window size becomes 0. We also note that, in contrast to standard all-\textit{kth}-order Markov models, our framework does not require additional storage since all the necessary information (for all values of \textit{k}) is captured by the Frequent Itemset Graph described above.

3. EXPERIMENTAL EVALUATION

In this section, we discuss the experimental data set and present our evaluation metrics for recommendation effectiveness, and the results of our study based on these metrics.

3.1 Experimental Setup and Evaluation Metrics

For our experiments, we used the access logs from the Web site of the Association for Consumer Research (ACR) Newsletter (www.acr-news.org). After data preprocessing, the data set contains a total of 18342 transactions and 122 URLs. For our analysis, we eliminate both pageviews which appear in less than 0.5% or more than 80% of transactions and short transactions which contain less than 6 pageviews. This data set was divided into a training set and an evaluation set. After these preprocessing steps, the total number of remaining pageview URLs was 40. Approximately 70% of transactions were randomly selected as training set and the remaining transactions were used for evaluation.

Our evaluation methodology is as follows. Each transaction \(t\) in the evaluation set is divided into two parts. The first \(n\) pageviews in \(t\) are used for generating recommendations, whereas, the remaining portion of \(t\) is used to evaluate the generated recommendations. The value \(n\) reflects the maximum allowable window size for the experiments (in our case 4). Given a window size \(w\leq n\), we select a subset of the first \(n\) pageviews as the surrogate for a user’s active session window. The active session window is the portion of the user’s clickstream used by the recommendation engine in order to produce a recommendation set. We call this portion of the transaction \(t\) the active session with respect to \(t\), denoted by \(as_t\). The recommendation engine takes \(as_t\) and a recommendation threshold \(\tau\) as inputs and produce a set of pageviews as recommendations. We denote this recommendation set by \(R(as_t, \tau)\). Note that \(R(as_t, \tau)\) contains all pageviews whose recommendation score is at least \(\tau\) (in particular, if \(\tau = 0\), then \(R(as_t, \tau) = P\), where \(P\) is the set of all pageviews).

The set of pageviews \(R(as_t, \tau)\) can now be compared with the remaining \(|t| - n\) pageviews in \(t\). We denote this portion of \(t\) by \(eval_t\). Our comparison of these sets is based on 2 different metrics, namely, precision and coverage. The precision of \(R(as_t, \tau)\) is defined as:

\[
\text{precision}(R(as_t, \tau)) = \frac{|R(as_t, \tau) \cap eval_t|}{|R(as_t, \tau)|},
\]

and the coverage of \(R(as_t, \tau)\) is defined as:

\[
\text{coverage}(R(as_t, \tau)) = \frac{|R(as_t, \tau) \cap eval_t|}{|eval_t|}.
\]

Precision measures the degree to which the recommendation engine produces accurate recommendations (i.e., the proportion of relevant recommendations to the total number of recommendations). Coverage measures the ability of the recommendation engine to produce all of the pageviews that are likely to be visited by the user (i.e., the proportion of relevant recommendations to all pagewviews that should be recommended).

Finally, for a given recommendation threshold \(\tau\), the mean over all transactions in the evaluation set was computed as the overall evaluation score for each measure. We ran each set of experiments for thresholds ranging from 0.1 to 1.0. The results of these experiments are presented below.

3.2 Experimental Results

In all experiments we measured both precision and coverage of recommendations against varying recommendation thresholds from 0.1 to 1.0. To consider the impact of window size (the portion of user histories used to produce recommendations) we performed all experiments using window sizes of 1 through 4. Furthermore, we considered the impact of a global support threshold by varying the minimum support across all experiments. We compared these results with those produced by utilizing multiple support thresholds and
Figure 2: The Impact of Window Size on Coverage and Precision of Recommendations

Figure 3: Comparison of Recommendation Effectiveness with Single Global Minimum Support Versus Multiple Support Thresholds

all-k-th-order recommendation model. Finally, we performed experiments to show the relative performance of our framework against the kNN technique for collaborative filtering. For the kNN method we chose \( k = 20 \) which seemed to provide the best overall results for the current data set, and we used the standard vector-space cosine similarity measure to generate nearest neighbors (from the training set) for the current active user session in the evaluation set.

Figure 2 shows the impact of window size on precision and coverage of recommendations. The results show clearly that precision increases as a larger portion of user’s history is used to generate recommendations. Coverage, on the other hand is inversely affected by window size, although at higher recommendation thresholds the difference between various window sizes becomes smaller.

As expected, the experiments on the impact of support showed that a higher minimum support threshold during the mining stage results in lower coverage (but only slightly better precision). These results are not shown here. In general, it is desirable to use higher support thresholds in order to keep the model size small and to ensure the scalability of the association rule mining algorithm. However, as noted earlier, the higher support will result in missing some potentially important, yet infrequent, items as part of the recommendation set. In the context of Web personalization with clickstream data, the missed pageviews tend to be those that are particularly important (e.g., deeper content-oriented or product pages). Using the multiple support version of Apriori [8] helps alleviate this problem. Figure 3 shows the impact of using multiple support levels. In this experiment we selected several of the content-oriented pages situated more deeply in the site and assigned a minimum support of 0.01 to these pages. The other (navigational) pages were assigned a high support value of 0.1. The results are compared to using a single global minimum support threshold of 0.1. As the results suggest, the use of multiple support thresholds maintains the overall precision of recommendations while dramatically increasing the overall coverage (even at high recommendation thresholds).

The use of all-k-th-order models (i.e., using varying-sized windows over the active session) has a similar impact as the use of multiple support levels. Figure 4 shows that all-k-th-order model achieves similar precision (or better for higher recommendation thresholds) while improving the coverage of recommendations. The figure depicts the results for window size 4 and support threshold of 0.04, however, the relative results were similar for other combinations of window sizes and support values.

Figure 5 depicts the comparison of recommendation effectiveness between the kNN method for collaborative filtering and the combined association rule framework (including multiple support levels and all-k-th-order recommendation model). The results for window size 4 show dramatic improvement in precision and an overall improvement in terms of coverage. The comparison with other window sizes (not
Figure 4: Comparison of Recommendation Effectiveness Using Fixed User Histories (kth-order) Versus Varying-Sized User Histories (all-kth-order)

Figure 5: Relative Performance of Association Rule Recommendations Versus kNN Approach

shown) indicated that with increasing window size, the advantages of the association rule based method for both metrics become more pronounced.

4. CONCLUSIONS

Providing effective recommendations based on clickstream data can be important at early stages of a user’s interaction (when more explicit user input such as ratings or personal profiles are not available). Personalization at this level results in these user’s engaging at a deeper level, and can help improve the conversion efficiency of a site. Standard collaborative filtering techniques such as kNN require real-time comparison of a current user’s record with the historical records of other users. This methodology becomes increasingly unsuitable as the number of users and items increase. The lack of scalability of kNN becomes amplified when dealing with the large volume of clickstream data.

In this paper we have presented a scalable framework for Web personalization based on association rule mining from clickstream data. Our framework includes an efficient data structure for storing frequent itemsets combined with a recommendation algorithm which allows for the generation of recommendations without first generating all association rules from itemsets. We have also studied the impact of using multiple support levels for different types of pageviews, as well as the use of varying-sized user histories on the precision and coverage of the generated recommendations. Our results show that the proposed framework can provide an effective alternative to standard collaborative filtering mechanism for personalization. In particular, we have shown that the association-based recommendation framework can, in fact, improve on the kNN-based collaborative filtering both in terms of the precision and coverage of recommendations, while at the same time maintaining the computational advantage over kNN attained due to the offline discovery of frequent patterns.
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