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Abstract

Significant vulnerabilities have recently been identi-
fied in collaborative filtering recommender systems. Re-
searchers have shown that attackers can manipulate a
system’s recommendations by injecting biased profiles
into it. In this paper, we examine attacks that con-
centrate on a targeted set of users with similar tastes,
biasing the system’s responses to these users. We show
that such attacks are both pragmatically reasonable and
also highly effective against both user-based and item-
based algorithms. As a result, an attacker can mount
such a “segmented” attack with little knowledge of the
specific system being targeted and with strong likelihood
of success.

1. Introduction

Recent research has begun to examine the vulner-
abilities and robustness of different recommendation
techniques, such as collaborative filtering, in the face
of what has been termed “shilling” attacks [2, 1, 5, 6],
but we call profile injection attacks, since promoting a
particular product is only one way such attack might
be used. In a profile injection attack, an attacker inter-
acts with the recommender system to build within it a
number of profiles associated with fictitious identities
with the aim of biasing the system’s output.

It is easy to see why collaborative filtering is vulner-
able to profile injection attacks. A user-based collab-
orative filtering algorithm collects user profiles, which
are assumed to represent the preferences of many differ-
ent individuals and makes recommendations by finding
peers with like profiles. If the profile database contains
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biased data (many profiles all of which rate a certain
item highly, for example), these biased profiles may be
considered peers for genuine users and result in biased
recommendations. This is precisely the effect found
in [5] and [6].

Researchers who have examined this phenomenon
have concentrated on broad attack models whose pro-
files contains ratings across the spectrum of available
objects and have measured their results by looking at
how all of the users of the system are affected in the
aggregate. However, it is a basic truism of marketing
that the best way to increase the impact of a promo-
tional activity is to target one’s effort to those already
predisposed toward one’s product. In other words, it is
more likely that an attacker wishing to promote a par-
ticular product will be interested not in how often it is
recommended to all users, but how often it is recom-
mended to the particular market segment that is likely
to already have a propensity to purchase it.

This paper examines a particular attack model that
we call the segmented attack in which the attacker con-
centrates on a set of items of similar content that have
high visibility, the Harry Potter series being a good ex-
ample in the book domain. It is certainly the case that
these books are highly popular and widely read – it
would follow that they would be rated by many users
of a collaborative system. Users who enjoy these books
are likely to share some characteristics: they may be
children or parents who have an interest in exciting
fantasy stories involving magic. These facts are gen-
eral knowledge about the book domain readily available
outside of any particular recommender system, which
means that the degree of system-specific knowledge re-
quired to mount the attack is relatively low. We show
that the segmented attack is both effective and practi-
cal against both user-based and item-based collabora-
tive filtering algorithms.



2. The Segmented Attack

A profile injection attack against a collaborative rec-
ommender system consists of a set of attack profiles,
biased profile data associated with fictitious user iden-
tities, and a target item, the item that the attacker
wishes the system to recommend more highly (a push
attack), or wishes to prevent the system from recom-
mending (a nuke attack). We concentrate on push at-
tacks in this paper. An attack model is an approach
to constructing the attack profile, based on knowledge
about the recommender system, its rating database, its
products, and/or its users.

Prior work on recommender system stability has ex-
amined primarily three attacks. The sampling attack
from [6] is primarily of theoretical interest as it requires
the attacker to have access to the ratings database it-
self. The random attack [5] forms profiles by associat-
ing a positive rating for the target item with random
values for the other items. The average attack [5] as-
sumes that the attacker knows the average rating for
each item in the database and assigns values randomly
distributed around this average, except for the target
item. This attack has been found to be effective against
user-based collaborative recommendation algorithms,
but less so against item-based recommendation.

Each of these prior attack models assumes that the
attacker is interested in associating the pushed item
with any profile in the database. This makes for a sim-
ple attack model. However, suppose the attacker Eve
has written a fantasy book for children. She would no
doubt prefer that her book be recommended to buyers
who had expressed an interest in this genre, for exam-
ple buyers of Harry Potter books, rather than buyers of
books on Java programming or motorcycle repair. Eve
would rightly expect that the “fantasy book buyer”
segment of the market would be more likely to respond
to a recommendation for her book than others.

To target the users in the segment, the attacker con-
structs profiles with high ratings for items that are pre-
ferred by users in the targeted market segment and
low ratings for other items. These profiles will tend
to match the in-segment users who also have a strong
preference for these items. An attacker like Eve only
needs to know what books are both similar to the one
she wants to push and relatively popular in order to
generate such profiles.

3. Recommendation Algorithms

This paper reports on results for two of the most
commonly-used collaborative algorithms: user-based
and item-based collaborative recommendation using

nearest-neighbor techniques.[3, 7] The standard collab-
orative filtering algorithm is based on user-to-user sim-
ilarity [3]. This kNN algorithm operates by selecting
the k most similar users to the target user, and for-
mulates a prediction by combining the preferences of
these users. Similarity is measured using Pearson’s r-
correlation coefficient: similar users are those whose
profiles are highly correlated with each other. In our
implementation, we have used a value of 20 for the
neighborhood size, and we filter out all neighbors with
a similarity of less than 0.1.

Item-based collaborative filtering works by compar-
ing items based on their pattern of ratings across users.
Again, a nearest-neighbor approach can be used, with
the most common similarity metric the adjusted co-
sine similarity measure introduced by [7]. In this mea-
sure, all user profiles are normalized by subtracting the
user’s mean rating. When items are compared, the rat-
ings given by each user to that item are combined in a
vector and the similarity between them is calculated as
the vector cosine. After computing the similarity be-
tween items we select a set of k most similar items to
the target item and generate a predicted value, weight-
ing the user’s known rating for each similar item by its
similarity value. We consider a neighborhood of size
20 and ignore items with negative similarity.

4. Experiments

In our experiments we have used the publicly-
available Movie-Lens 100K dataset1. This dataset con-
sists of 100,000 ratings on 1682 movies by 943 users. All
ratings are integer values between one and five where
one is the lowest (disliked) and five is the highest (most
liked). Our data includes all the users who have rated
at least 20 movies. We used a neighborhood size of 20
in the algorithms for both item-based and user-based
techniques.

There has been considerable research in the area
of recommender systems evaluation [4] .Our interest is
along the lines of stability [6]: how the attack changes
the system’s ratings for the pushed item, but more gen-
erally we are interested in measuring the effectiveness
of an attack - the “win” for the attacker. The de-
sired outcome for the attacker in a “push” attack is
of course that the pushed item be more likely to be
recommended after the attack than before. In the ex-
periments reported below, we follow the lead of [6] in
measuring stability via prediction shift: the difference
in the system’s predicted rating for an item before and
after the attack. A high prediction shift means that

1http://www.cs.umn.edu/research/GroupLens/data/



the attack has succeeded in making the system predict
the attacked item as more preferred. To calculate an
average value for prediction shift, we chose 50 movies
at random from the MovieLens data, being careful that
this set of target items mirrored the distribution of the
data as a whole, and examine the impact of an attack
against each movie over the whole user population.

Note that a strong prediction shift is not a guar-
antee that an item will be recommended. So, we also
measure hit ratio, the average likelihood that a top
N recommender will recommend the pushed item [7].
Over all trials, we count the number of times that the
attacked item appears in recommendation sets of size
N for different N . For our test set of movies, the pre-
attack hit ratio is very small – less than 1% even for
large recommendation set sizes. Post-attack hit ratio
is therefore a good measure of the effectiveness of the
attack on the pushed item compared to all other items.

For the segmented attack, we investigated two mar-
ket segments: one defined by Harrison Ford’s action
movies and one by popular horror films. Recall that
the segmented attack is constructed by identifying a
set of segment items and the attacked users are those
who have rated those items highly.2 Due to space lim-
itations, we report here only on the results from the
Horror segment; the results in the other segment were
similar. We chose those users who had given above av-
erage scores (4 or 5) to any three of the five movies.
For this set of five movies, we then selected all combi-
nations of three movies that had at least 50 users sup-
port, chose 50 of those users randomly and averaged
the results.

For all the attacks, we generated a number of attack
profiles and inserted them into the system database
and then generated predictions. We measure “size of
attack” as a percentage of the pre-attack user count.
There are approximately 1000 users in the database, so
an attack size of 1% corresponds to 10 attack profiles
added to the system.

The segmented attack does not have a strong over-
all average impact. It is not as powerful as the average
attack introduced by[5], for example. However, our as-
sumption is that the attacker’s primary interest is with
the “in-segment” users, those users who have rated the
segment movies highly and presumably are desirable
customers for pushed items that are similar.

The intuition behind the segmented attack is borne
out in Figure 1. The figure shows prediction shift re-
sults for the Horror segment, comparing all users with

2In the Horror segment, the movies were Alien,
Psycho, The Shining, Jaws, and The Birds. This
list was generated from on-line sources of the popu-
lar horror films: http://www.imdb.com/chart/horror and
http://www.filmsite.org/afi100thrillers1.html.

Figure 1. Prediction Shift results for the Horror
Movie segment. User-Based algorithm.

Figure 2. Hit Ratio results for the Horror Movie
segment. User-Based algorithm.

in-segment users. The in-segment prediction shift is
slightly stronger for the segmented attack than the av-
erage attack, the most effective attack we had previ-
ously studied.3 The hit ratio results are shown in Fig-
ure 2 for a 1% attack at different values of N . These
results show that even an attack as small as 1% on
the user-based algorithm can have a significant impact
on the hit ratio. It is also interesting that although
the overall user base is not affected as much as the
in-segment users, the shift is still significant.

The benefit of the segmented attack is considerably
more striking in the item-based case shown in Figures 3
and 4. Lam and Reidl [5] concluded, based on their re-
sults with the random and average attacks, that item-

3Note also that the segmented attack requires considerably
less knowledge of the ratings distribution in the system than
the average attack requires. [1] discusses the question of limited
knowledge attacks in greater detail.



Figure 3. Prediction Shift results for the Horror
Movie segment. Item-based algorithm.

Figure 4. Hit Ratio results for the Horror Movie
segment. Item-based algorithm.

based algorithms were more robust than user-based
ones. However, as the figures show, the segmented at-
tack works well against the item-based algorithm. Both
of these figures show the focused manner in which this
attack homes in on its target audience in the item-
based algorithm. The general population is barely ef-
fected by the injected profiles, but there is a sizable
prediction shift and hit ratio effect for in-segment users.

These results also point out an interesting difference
between the user-based and item-based algorithms.
While, is both cases, the attack has a dramatic im-
pact on the in-segment users, the overall impact of the
segmented attack on the whole user group is more pro-
nounced in the case of user-based algorithm. Both the
prediction shift and hit ratio results show that while
the item-based algorithm remains vulnerable to this
attack, it is more stable than the user-based algorithm.

5. Conclusions

Previous research has examined profile injection at-
tacks against recommender systems that are broad in
their construction and impact. Of these, the average
attack has been found to be most effective. From a
cost-benefit point of view, however, such attacks are
somewhat wasteful: they require a significant degree of
system-specific knowledge to mount; they push items
to users who may not be likely purchasers and they are
not effective against item-based implementations.

In this paper, we introduce the segmented attack, a
profile injection attack that associates the pushed item
with a small number of popular items of similar type.
As our results show, the attack does well at ensuring
the pushed item will be recommended to those users
that are its target market. It is effective against item-
based recommendation algorithms to a degree that
broader attacks are not, and system-specific ratings
distribution data is unnecessary.
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