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Misuse of statistics

From Wikipedia, the free encyclopedia

A misuse of statistics occurs when a statistical argument asserts ahfadgke In some cases, the misuse may be accidenahers, it is
purposeful and for the gain of the perpetrator. iviine statistical reason involved is false or mudiggl, this constitutes giatistical fallacy.

The false statistics trap can be quite damaginbeaquest for knowledge. For example, in medicignsa®, correcting a falsehood may take
decades and cost lives.

Misuses can be easy to fall into. Professionahtisis, even mathematicians and professional 8taiss, can be fooled by even some
simple methods, even if they are careful to che@hyghing. Scientists have been known to fool thelires with statistics due to lack of
knowledge of probability theory and lack of startization of their tests.
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Types of misuse

Discarding unfavor able data
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In produc quality control terms all a company has to dortinpote a neutral (usele product is to find or conduct, for example, 40déts
with a confidence level of 95%. If the producteslty useless, this would on average produce aty sthowing the product was beneficial,
one study showing it was harmful and thirty-eigidanclusive studies (38 is 95% of 40). This tab#comes moreffective the more studi
there are available. Organizations that do notiphladvery study they carry out, such as tobaccgamies denying a link between smoking
and cancer, or miracle pill vendors, are likelyise this tactic.

Another common technique is to perform a study tibsis a large number of dependent (responsellesiat the same time. For example, a
study testing the effect of a medical treatmenthhigse as dependent variables the probability vivgal, the average number of days spent
in the hospital, the patient's self-reported l@fgdain, etc. This also increases the likelihoaat #t least one of the variables will by chance
show a correlation with the independent (explaryateariable.

L oaded questions

The answers to surveys can often be manipulatedobgting the question in such a way as to induceeaglence towards a certain answer
from the respondent. For example, in polling supfmra war, the questions:

= Do you support the attempt by (the war-making cogrb bring freedom and democracy to other placdke world?
= Do you support the unprovoked military action bdye(tvar-making country)?

will likely result in data skewed in different datons, although they are both polling about thepsut for the war.

Another way to do this is to precede the questpmfmrmation that supports the "desired" answer.&xample, more people will likely
answer "yes" to the question "Given the increabimglen of taxes on middle-class families, do yqupsut cuts in income tax?" than to the
guestion "Considering the rising federal budgetoaitedind the desperate need for more revenue, deypport cuts in income tax?"

Overgeneralization

If you have a statistic saying 100% of apples ackin summer, and then publish "All apples are,rgdl will be overgeneralizing because
you only looked at apples in summertime and aneguiiat data to make inferences about apples sealons. Often, the overgeneralization
is made not by the original researcher, but byrstirgerpreting the data. Continuing with the poexd example, if on a TV show you say

"All apples are red in summer" many people will rerhember you said "in summer" if asked weeks later

With a subject of which the general public has aspnal knowledge, you can fool a lot of people.d&@mple you can say on TV "Most
autistics are hopelessly incurable if raised withmarents or normal education” and many peopleasilly remember the first part of the
claim, "Most autistics are hopelessly incurabldiisTproblem is especially prevalent on TV, wheltk s&dow hosts interview one individual
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as< representative of a whole class of pec
Biased samples
Misreporting or misunder standing of estimated error

If a research team wants to know how 300 millioogte feel about a certain topic, it would be impicad to ask all of them. However, tifie
team picks aandom sample of about 1000 people, they can be fainiacethat the results given by this group areespntative of what
the larger group would have said if they had adirbasked.

This confidence can actually be quantified by tletal limit theorem and other mathematical res@tnfidence is expressed as a
probability of the true result (for the larger gpduneing within a certain range of the estimate ¢thure for the smaller group). This is the
"plus or minus" figure often quoted for statistisarveys. The probability part of the confidenceelas usually not mentioned; if so, it is
assumed to be a standard number like 95%.

The two numbers are related. If a survey has amat&d error of 5% at 95% confidence, it might&aw estimated error of £6.6% at 99%
confidence. The larger the sample, the smalleegtienated error at a given confidence level.

Most people assume, because the confidence figumitted, that there is a 100% certainty thatithe result is within the estimated error.
This is not mathematically correct.

Many people may not realize that the randomnesiseofample is very important. In practice, manympi polls are conducted by phone,
which distorts the sample in several ways, inclgdrclusion of people who do not have phones, fagdhe inclusion of people who have
more than one phone, favoring the inclusion of peemo are willing to participate in a phone sureser those who refuse, etc. Non-
random sampling makes the estimated error unreliabl

On the other hand, many people consider that statsre inherently unreliable because not everylimdalled, or because they themselves
are never polled. Many people think that it is iregible to get data on the opinion of dozens ofiom# of people by just polling a few
thousands. This is also inaccurate. A poll withfgarunbiased sampling and truthful answers haathe@matically determined margin of
error, which only depends on the number of peopleg.

Another problem that crops up is the "re-samplipiggblem. For example, a survey of 1000 people noayain 100 people from a certain
ethnic or economic group. The people taking theesuwould then "re-sample” their results focusimgtoat group. They then make claims
that a percentage of that group believes X, or @l@tthe survey is about.

Unfortunately, re-sampling reduces the statistiebdbility of the data. The larger the total saen@, then the more likely the sample
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represents the population. consider the case where a sampling is done and lmeggin of error of only 3¢ Those reporting the statisti
from the sample can say the answers to the questmnesent population results plus or minus 3%ve¥er, that error rate does not hold to
sub-sets of the samples. If you take a sub-groaipuses only 10% of the samples (say 100 sammesdrl000-sample finding) the error
grows significantly higher than the original 3%. dccurately find statistics for a sub-group, thdi-group would have to be sampled by
itself (e.g. the sub group would need the same rumbsamples as the original group).

Resampling errors seem to occur all the time insnesverage of survey data.
The problems mentioned above apply to all staibBgperiments, not just population surveys.
There are also many other measurement problenapulgtion surveys.

Further information: Opinion poll, Satistical survey
False causality
When a statistical test shows a correlation betweand B, there are usually four possibilities:

A causes B.

B causes A.

A and B are both caused by a third factor, C.

The observed correlation was due purely to chance

i SN S

The fourth possibility can be quantified by statisttests that can calculate the probability thatcorrelation observed would be as large as
it is just by chance if, in fact, there is no redaship between the variables. However, even if pagsibility has a small probability, there
still the three others.

If the number of people buying ice cream at theches statistically related to the number of peaph® drown at the beach, then nobody
would claim ice cream causes drowning becauseltgus that it isn't so. (In this case, both drimgrand ice cream buying are clearly
related by a third factor: the number of peoplthatbeach).

This fallacy can be used, for example, to prove éixposure to a chemical causes cancer. Replaceb&ruof people buying ice cream” with
"number of people exposed to chemical X", and "neindf people who drown" with "number of people vgei cancer”, and many people
will believe you. In such a situation, there mayab&atistical correlation even if there is no efédct. For example, if there is a perception
that the chemical is "dangerous” (even if it re@lyt) property values in the area will decreadgch will entice more low-income families
to move to that area. If low-income families arerenitkely to get cancer than high-income familigsg can happen for many reasons, such
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as a poorer diet or less access to medical then rates of cancer will go up, even though thendcal itself is nc dangerous. It is believe
that this is exactly what happened with some ofetdy studies showing a link between EMF (elecaagnretic fields) from power lines and
cancer.

In well-designed studies, the effect of false chtysean be eliminated by assigning some people anttreatment group” and some people
into a "control group" at random, and giving theatment group the treatment and not giving therobgtoup the treatment. In the above
example, a researcher might expose one group pigémchemical X and leave a second group unexpdkthe first group had higher
cancer rates, the researcher knows that therettsnddfactor that affected whether a person wamsgd because he controlled who was
exposed or not, and he assigned people to the est@ogl non-exposed groups at random. However, my @aplications, actually doing an
"experiment” in this way is either prohibitively gansive, infeasible, unethical, illegal, or dowhtignpossible. (For example, it is highly
unlikely that an IRB would accept an experiment thaolved intentionally exposing people to a dalogs substance in order to test its
toxicity.)

Proof of the null hypothesis

In a statistical test the null hypothesis (HO)assidered valid until enough data proves it to beng. When this occurs HO is rejected and
the alternative hypothesis (HA) is considered t@lmen as correct. By chance this can happerguatih HO is true, with a probability
denoted alpha, the significance level. This candmapared by the judical process, where the acagssahsidered innocent (HO) until
proven guilty (HA) beyond reasonable doubt (alpha).

But if data does not give us enough proof to rejtthis does not automatically prove that HOagect. If, for example, a tobacco
producer wishes to demonstrate that his/her predaret safe (s)he can easily conduietsh with a small sample of smokers vs a smallpsa

of non-smokers. Since it is unlikely that any arithwill develope lung cancer (and even if theytte,difference between the groups has to
be very big in order to reject HO). Therefore ilikgly that - even when smoking is dangerous t tha test will not reject HO. If HO is
accepted it does not automatically follow that smgks proven harmless. The test is having a tdlgmaver to be able to reject HO and
therefore the test is useless and the value djtto®f" of HO is also null.

This can - using the judicial analogue above -drapgared with the true guilty defendant who is reéehjust because the proof is not enough
for a verdict. This does not prove his/her innoegmut only that there is not proof enough for edigt.

Data dredging
Data dredging is an abuse of data mining. In degdging, large compilations of data are examineatder to find acorrelation, without an

pre-defined choice of a hypothesis to be testatteSihe required confidence interval to establisdl@ionship between two parameters is
usually chosen to be 95% (meaning that there BYa €hance that the relationship observed is not@u@andom chance), there is a thus a
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5% chance of finding correlation between any two sets of completelyloam variables. Given that d dredging efforts typically examir
large datasets with many variables, and hence lavger numbers of pairs of variables, spuriousdpparently statisticallgignificant result
are almost certain to be found by any such study.

Note that data dredging is a valid wayfofding a possible hypothesis but that hypothesist then be tested with data not used in the
original dredging. The misuse comes in when thablthesis is stated as fact without further valwiati

Data manipulation

Data manipulation is the presentation of scientfita in a misleading way to support a hypothésisis actually without merit. Informally
called "fudging the data," this practice includekestive reporting (see also publication bias) eneh simply making up false data.

Examples of selective reporting abound. The eaam$imost common examples involve choosing a gobugsults that follow a pattern
consistent with the preferred hypothesis while rgmpother results or "data runs" that contrachet hypothesis.

Psychic researchers have long disputed studiesisg@&ople with ESP ability. Critics accuse ESPppreents of only publishing
experiments with positive results and shelving ¢hibst show negative results. A "positive resudta itest run (or data run) in which the
subject guesses a hidden card, etc., at a muckriigdguency than random chance.

The deception involved in both cases is that thmothesis is1ot confirmed by the totality of the experiments -yohy a tiny, selected group
of "successful" tests.

Scientists, in general, question the validity ofdstresults that cannot be reproduced by otheisiigegors. However, some scientists refuse
to publish their data and methods.

Linguistically asserting unit measure when it isempirically violated

Unit measure is an axiom of probability theory which statestthehen an event is certain to occur, its probgbidi 1. This axiom is
consistent with the empirical world, if the relatirom a set of events that are certain to occarget of physical objects is one-to-one, but
not otherwise. In the latter casmjit measure is scientifically invalidated.

Christensen and Reichert (1976), Oldberg and @msstn (1995) and Oldberg (2005) report observatbegstems in which the relation is
not one-to-one. A result of the lack of one-to-omss is that the following elements of statistieaininology are not defined for the
associated systems: a) "population”, b) "samplmg'uc) "sample”, d)"probability”, e) any terthat assumes probability theory. A misus
statistics arises when any of these terms areingederence to a system that lacks one-to-one;ih@sgnit measure is linguistically asserte
and empirically violated. Oldberg and ChristensE®96) and Oldberg (2005) report observations af tiype of misuse.
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See also

= How to Liewith Statistics, a 1954 book by Darrel Huff
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